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1. Introduction
CT4 has initiated a study on GTP-C overload control mechanisms. This contribution provides inputs to the related TR.
2. Reason for Change
The granularity of Load matric is still for the further study. 
It is obviously that the load of a small capacity node can be changed much more dynamically than a large capacity node, the latter takes longer time to report the change of the Load. So periodically reporting the load metric is not good approach. 

Then how often a PGW/SGW should report its Load metric to achieve a reasonable good result for the load sharing?
The finer granularity results better load sharing effect, but it increases both sending node and receivers processing load, i.e. the sending node must collect load information more frequently, including such information in the signaling message more frequently, the receiver has to update it more often, especially if more detailed level than node level Load metric to be provide, the receiver (MME/SGSN) has to store/update the different level of load information more often, it will greatly decrease total signaling capacity of the network, the network becomes slower, and in the worst case, it even cause unnecessary signaling overload.
If we compare with using 2 as increment step (granularity) instead of using 1, using 2 will save 50% signaling. 

Using the example how to use Load Metric on node level as specified in TS 23.843 as below:


If the granularity is 5, and SGW1 is now 25% Load, SGW 1 effective Load = 75% x 25 = 18.75. If SGW2 and SGW3 load have not changed, the MME should select:

SGW1 = 18.75 / (18.75 + 10 + 10) = 48.40 %

SGW2 = 10 / 38.75 = 25.80%

SGW3 = 10 / 38.75 = 25.80%
That means every 100 creates, SGW 1 should be selected two less, SGW2 and SGW3 should be selected 1 more. It doesn’t show too much difference.
So we propose the granularity of Load metric shall be set at least 5, but not more than 10. By this, we naturally control the frequency of the inclusion of Load Metric, to achieve a good balance between a better load sharing result and extra signalling processing load imposed on the PGW/SGW and MME/SGSN. 
3. Proposal

It is proposed to agree the following change to 3GPP TR 29.807 v0.3.0
* * * First Change * * * *

5.2.2.1.2.1
Load Metric
The Load Metric parameter contains the information regarding the current load level of the originating node. The computation of the Load Metric is left to the implementation. The node may consider various aspects such as the used capacity of the node based on activated bearers in relationship to maximum number of bearers the node can handle, the load that these active bearers produce in the node (e.g. memory/CPU usage in relationship to the total memory/CPU available, etc.).

The Load Metric represents the current load level of the sending node in percentage with the range of 0-100. Where 0 means no or 0% load and 100 means maximum or 100% load reached (no further load is desirable).

The support of the Load Metric is mandatory for the GTP-C node supporting GTP-C overload control mechanism. The Load Metric shall always be included in the "Load Control Information". The Load Metric sending node, i.e. PGW and SGW decide the actual granularity which is dependent on the implementation, but the granularity of Load Metric shall be set at least 5, but shall not be set to more than 10.

* * * End of Changes * * * *

