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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope


The present document investigates possible enhancements of the Diameter base protocol (IETF RFC 6733 [2] and existing Diameter applications to support overload control mechanisms in 3GPP core networks.

This work is based on the results of the feasibility study on Core Network Overload available in 3GPP TR 23.843 [3] and the related work done in the IETF Diameter Maintenance and Extensions (DiME) working group.

This study will cover:

-
Identification of the set of requirements for an improved overload control mechanism over Diameter based signaling interfaces used in 3GPP core networks. 

-
Identification, evaluation and selection of candidate solutions for overload control mechanisms, including:

-
Mechanisms to detect overload situations e.g. notification of Diameter end-point signaling load;

-
Mechanisms to exchange overload control policies between Diameter end-points;

-
Details on the expected behaviour of 3GPP core network nodes supporting the defined overload control mechanism (Diameter end-points and Diameter agent);

-
Evaluation of the impacts of the proposed solution(s) on existing Diameter-based Technical Specifications and Diameter based signalling networks (internal operator networks, inter-operator network (e.g. IPX).

-
Recommendations on the solutions to select depending of the applicability context (interfaces, application, network, etc.)

The results of this study will contribute to the work done within the IETF DiME working group on Diameter overload control, through official liaison statement from 3GPP or company-driven individual contributions, which includes:

-
Provide feedback from 3GPP on the requirements for Diameter overload control mechanisms defined in IETF Draft draft-ietf-dime-overload-reqs-03 [4]);

-
Contribute to the specification of the IETF standard mechanism for overload control over Diameter. 

The results of this study will be used to identify the changes required in the 3GPP specifications to support overload control mechanisms over Diameter-based 3GPP interfaces and applications.

2
References

The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.

-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.

[1]
3GPP TR 21.905: "Vocabulary for 3GPP Specifications".




[2]
IETF RFC 6733: "Diameter Base Protocol".

[3]
3GPP TR 23 843: "Study on Core Network Overload Solutions".

[4]
IETF Draft draft-ietf-dime-overload-reqs-03: "Diameter Overload Control Requirements".
Editor's note:
The above document cannot be formally referenced until it is published as an RFC.
[5]
3GPP TS 29.002: "Mobile Application Part (MAP) specification".

3
Definitions, symbols and abbreviations



3.1
Definitions

For the purposes of the present document, the terms and definitions given in TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in TR 21.905 [1].

Definition format (Normal)

<defined term>: <definition>.

example: text used to clarify abstract rules by applying them literally.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format (EW)

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the abbreviations given in TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in TR 21.905 [1].


IPX
IP exchange
4
Introduction

The Diameter base protocol is widely adopted in 3GPP as protocol support of numerous signalling interfaces in IMS, EPC, PCC and charging architectures (e.g. S6a/S6d, Gx/Rx, Cx/Sh or Gz/Gy).

Overload situations occur when the resources of a Diameter node are insufficient to process all the incoming. During this period of overload, the performances of the network are seriously degraded and cumulative effects can even lead to situation of congestion collapse.

As part of the study on Core Network Overload Solutions (3GPP TR 23.843 [3]), it has been investigated how the Diameter based interfaces were protected against signaling overload. The conclusion was that the existing overload control mechanisms in the Diameter base protocol defined in IETF RFC 6733 [2] were too limited to efficiently prevent and react to signaling overload. These limitations are even more critical in large scale networks in which multiple Diameter nodes, from various vendors, are in the signaling path.

Although vendor-specific solutions might be already available in some networks, a standardization effort is required to cope with a multi-vendor/operator environment in large scale networks and roaming cases. 
The following sections describe the problem caused by Diameter overload in 3GPP networks and investigate the possible enhancements of the Diameter based interfaces to support adequate overload control mechanisms. These enhancements should have minimal impacts on existing infrastructures and be generic enough to be suitable for multiple Diameter based interfaces. However, the exact solution to implement will be decided per Diameter application, depending on the specific requirements of each interface.
5
Impacts of Diameter Overload in 3GPP Networks

5.1
Introduction

5.2
Diameter Overload
5.2.1
Diameter Overload Problem
[Brief overview of overload in Diameter]
5.2.2
Limitations of Existing Mechanisms in Diameter

[Brief overview of the current mechanisms used in Diameter as per RFC6733 (e.g. use of error code “DIAMETER_TOO_BUSY”) and their limitations]

5.3
Overload Scenarios in 3GPP Networks
5.3.1
Introduction

3GPP TR 23.843 [3] describes a certain number of overload scenarios from which we retain the main following categories:

-
a traffic flood resulting from the failure of a network element, inducing a signalling spike;

-
a network element which is under dimensioned for the peak hour and thus entering overload conditions until it is upgraded;

- 
exceptional but predictable events (Christmas, New year, Mother’s day) ;

-
a catastrophic event locally generating a traffic spike including emergency traffic handling.

The characteristics of these overload scenarios are different and the overload control that will be defined by 3GPP should cover these different scenarios categories.
5.3.2
Overload of the HSS
5.3.2.1
Introduction
5.3.2.2
Causes of Overload
5.3.2.3
Impacts

5.3.3
Overload of the PCRF/DRA
5.3.3.1
Introduction
5.3.3.2
Causes of Overload
5.3.3.3
Impacts

5.3.4
Overload of the 3GPP AAA server

5.3.4.1
Introduction
5.3.4.2
Causes of Overload
5.3.4.3
Impacts

5.3.5
Overload of the OCF/CDF

5.3.5.1
Introduction
5.3.5.2
Causes
5.3.5.3
Impacts

6
Requirements for Diameter Overload Control
6.1
Introduction

[This section will highlight a set of design considerations and key requirements for 3GPP. An analysis of the gap between 3GPP and IETF requirements will also be provided in this section]
6.2
Design Considerations 

6.2.1
Introduction

Particular design considerations for the 3GPP use of Diameter overload control are addressed in the following subclauses.

Editor’s Note:
the particular points addressed in the hereafter specified subclauses need further confirmation to justify any additional requirement for the overload solution.

6.2.2
Impacts on Existing Applications used in 3GPP
6.2.2.1
Overload and Applications

A key topic is on how to address the traffic overload associated to a given Diameter application (e.g. Diameter S6a/S6d application) versus traffic for other applications.

Distinction should be made between:

-
the overload information that may indicate it is the traffic of a given application that is overloaded;

-
the way (algorithm) a node will handle the traffic reduction for a given application.

-
It may be application agnostic, e.g. a percentage of reduction applies to the total number of the Diameter messages for this application that are selected on a random basis; the same way to process the traffic applies to other  applications with an overloaded traffic;

-
or it may be application dependent e.g. the procedures / messages to abort may depend on the type of application commands (e.g. an MME not issuing Purge before considering to abort Update Location procedures, this is further discussed in subclause 6.2.4); or on the way the reduction is obtained e.g. a MME may act differently towards its UEs for an overload over S6a than for an overload over SGd for SMS.

For a client, although an agnostic application behaviour may be applied, it may be more relevant to have traffic reduction handling dependent on the Application, e.g. in order to minimize the impacts on the delivered service and so improve the user experience.

For an intermediate node (Diameter Agent); it may be more complex to introduce application dependent behaviours.

When a server is overloaded, its Diameter identity may be given back to the clients and to the Diameter agents in the path, so that traffic may be reduced for this server and not for others.

In 3GPP, in practice, there is only one Diameter interface between two functional entities, meaning the source entity can derive the application identity from the server Diameter identity received in overload information. This questions if the client needs to receive the application identity or if the server identity is sufficient. This question also exists for intermediate nodes.
6.2.2.2
Complexity
Overload handling may become quite complex as it implies a trade-off between the efficiency to quickly reduce the overload conditions and the accuracy in the handling of traffic reduction to minimize the impacts on the delivered service and on the user experience.

Overcomplicating the solution may represent a danger to the consistent behaviour between the different involved actors and this may create additional problems.

In their work, IETF DiME is analysing the content of a default overload algorithm, which shall be supported by Diameter nodes when no other overload algorithms are available between the Diameter nodes. 3GPP should try to agree the use of this default algorithm for its own usage for which 3GPP could indicate IETF DiME some generic points needed for 3GPP applications. However, specific 3GPP client and application behaviour needs to be investigation so 3GPP's own overload specific algorithms can be provided in addition.
6.2.3
Extensibility and Interoperability
[this section should highlight the specificity of 3GPP networks in which backward and onward compatibility across releases have to be provided.]

6.2.4
Diameter Session Management in 3GPP networks

In the 3GPP Diameter applications, two main cases exist:

-
Diameters sessions established on a per UE basis for a long duration, which may last some hours or days. This is the case for some PCRF Diameter applications or between access entities and 3GPP AAA server for non 3GPP access.

-
Diameter sessions which are implicitly terminated, so with no state maintained in the server. This is the case for HSS Diameter applications

When handling overload conditions or to prevent overload, a solution could be to use load balancing to other servers which are not overloaded, but this may not be so straightforward:

-
a user is configured in one HSS, and if this HSS is overloaded, it is not possible to transfer the traffic of the user to another HSS;
-
when establishing a new session for a user to a PCRF or a 3GPP AAA server, it may be possible to allocate another server, but when a user has established sessions, they cannot be moved to another server unless they are broken them and re-established on another server, This of course has an impact on the user’s experience.

These considerations may not impact the protocol for load and overload but are more related to behaviour of the Diameter nodes, which would therefore be application or session dependent. These examples also raise questions to which extent the node behaviours for overload handling enter into the scope of 3GPP standardisation or may be better left to implementation.
6.2.5
Overload Control in Mixed Environment

6.2.5.1
Network Topologies

[Brief overview of the different topologies used in 3GPP networks( e.g. load-balancer, meshed networks, edge proxy, etc.) that the overload control will have to support.]
6.2.5.2
Heterogeneous Networks
[This section should highlight the fact that the overload control mechanism should support the 3GPP functional entities from multiple vendors and supporting different level of functionalities (Releases, etc.).]

6.2.5.3
Interconnected Networks
[This section should highlight the fact that the overload control mechanism should support roaming scenarios, including the use of IPX as interconnection network between PLMNs.]

6.2.6
Network Performances
[This section should highlight key criteria regarding impacts of overload on network performances (e.g. traffic throughput, processed requests per second, etc.)]

6.3
Diameter Overload Prevention and Detection

6.3.1
Introduction

6.3.2
Explicit Overload Indication
6.3.2.1
Overload information propagation
The serving node, when transferring overload information, requests a traffic reduction from the upstream Diameter nodes. 

A key question is where this traffic reduction is handled, as it can be done by intermediate Diameter agents or by the Diameter clients at the source of the traffic.

For 3GPP applications, an approach is to consider that the overload control actions should in general be done by the Diameter clients running the Diameter 3GPP applications. The client has a better knowledge of the application environment to accurately reduce the traffic, e.g. an MME, when informed of an overload from a HSS, it may accurately react towards the UEs and not simply drop messages.

It should be considered that throwing away packets is generally not a so good solution as it normally induces the source to repeat the request thus adding to the overload.

Nevertheless, it does not preclude intermediate nodes to take actions to reduce traffic when relevant, e.g. when the clients are not supporting the overload control mechanism or in case of a notification of an extreme congestion from a Diameter node. As a general principle, Diameter agents in front of a server have to "protect" the server.

When the Diameter path between a client and a server supporting an overload control mechanism goes through intermediate Diameter agents which do not support the overload control mechanism, these intermediate nodes should nevertheless relay the overload information even if they don’t process or understand it.
So, whatever the Diameter overload control solution, the requirement that the Overload Information generated by a server is propagated through to the clients, source of the traffic, needs to be considered.

6.3.2.2
Overload status information to be carried
The following gives a set of considerations related to the overload status information to be sent.

Should the overload Metric, depending of the retained algorithm, take the form of: 

· a throttling factor (%);

-
an abstract indication of the overload status (e.g. very high, high, medium, small):

-
The abstract indication may be simpler (Today nodes generally manage a limited number of overload statuses) but it gives less precision (higher "quantification" error);

-
How should we test and validate a throttling algorithm with the precision of a percentage;

-
another type of indication.
Is a period of validity actually needed as some new overload status information will be transferred within certain periods and this acts as an end of period of validity of the previous overload information?

How a node defines the calculation of its load / overload is implementation dependent.

Regarding the way the overload status information is transferred, two possibilities are identified:

· Dedicated Diameter messages which may require a new Diameter application;

· Piggybacking of the overload information on existing applications messages.

Editor’s note:
3GPP is required to confirm which kind of overload transfer mechanism 3GPP is in favor of.
6.3.3
Implicit Overload Indication
[This section should highlight the requirements regarding possible overload control mechanism without explicit overload notification at the Diameter level e.g. no response from the server, use of “DIAMETER_TOO_BUSY”/”DIMETER_UNABLE_TO_DELIVER” in 3GPP networks, etc.]
6.4
Diameter Node Behavior for Overload Mitigation

6.4.1
Introduction

[This section should provide a set of requirements regarding behaviour of client (e.g. MME, PCEF, etc.), Diameter agents (e.g. DRA, DEA, etc.) and servers (HSS, PCRF, OCF/CDF) in overload situations, using explicit or implicit overload indication.]
6.4.2
Load-balancing
6.4.3
Message Retransmission
6.4.4
Message Throttling 
6.4.5
Message Prioritization

A first priority case is when a different priority is allocated to the different procedures of a Diameter application. In MAP (cf. 3GPP TS 29.002 [5] subclause 5.1.2), MAP messages can be ignored according to a priority list of application contexts which is defined by the operator.

There are other priority cases to analyze: for example a Diameter message related to an emergency or to a high priority user should not be dropped or rejected.

On the contrary, if messages are related to low priority cases, it is necessary to drop or reject such low priority messages before the messages with a normal priority.

There is a strong requirement that the traffic reduction, whichever is the node applying it, should take into account of the priority cases for emergency and high priority users.

It needs to be known if the overload information indicates:

-
the kind of requests that the server prioritizes (e.g. from now on, send me only requests for emergency and EMPS users or Update location);
-
an overload metric, leaving the source client to decide which kind of messages to actually send to the overloaded node.

Indicating the kind of requests that the server would accept to receive in its current overload  status may require the transport of some complex information (e.g. in this overload status an HSS would accept no Purge, any message for eMPS user, only 50% of notifications for normal users, no message at all for normal users,…). An overload metric may allow the support of a simpler protocol.

Editor’s note:
3GPP needs to confirm which kind of overload metric 3GPP is in favor of.

It should then be noted that priority cases handling is not part of the mechanism for transferring the overload information, but is a behavior applied by a node according to the overload conditions it has received. This requires the node to be aware if a message has a high priority or not and this is currently dependent on the Diameter application (e.g. through an AVP indicating a priority, such as the Priority-Session AVP over Cx) or through some internal configuration of a node (e.g. the MME knowing that a user benefits from eMPS). It is more easily handled by a client than by an intermediate Diameter node unless its behavior depends on the application AVPs.

6.5
3GPP-IETF Requirements Gap Analysis
6.5.1
General 3GPP requirements

Requirements for Diameter overload in the context of the 3GPP applications using Diameter based interfaces refer to the requirements that are described in IETF Draft draft-ietf-dime-overload-reqs-03 [4].

The mechanism shall allow distinguishing between:

· Load information which allows upstream Diameter nodes to instigate actions to prevent overload such as load balancing. This should allow a more dynamic load balancing than relying on pre-configured weights, especially when a node restarts (and is thus not loaded at all);

· Overload information which, when transferred, allows upstream Diameter nodes to take overload control actions.

3GPP has the following requirements for the mechanism to convey the load/overload information between nodes:

-
Be the same whatever the Diameter applications;

-
Not to require a redefinition of existing Diameter applications (protocol), even though the application SW will have to be modified;

-
Involve Diameter end points and agents where relevant;

-
Support different overload scopes, e.g. traffic overload for a node, a realm, an application;

-
Negotiate an overload control algorithm with a default;

-
Allow some control on which load/overload information may be sent outside a PLMN;
-
To allow exchange of load /overload information between nodes that are connected by intermediaries that do not support the mechanism;
-
To allow extensibility.
Editor’s note:
3GPP acceptance of the above requirements and of the existing requirement list of IETF Draft draft-ietf-dime-overload-reqs-03 [4] is to be confirmed. Pending cases as well as possible new requirements need to be addressed.
7
Solution for Diameter overload control

7.1
Introduction

7.2
Solution 1

[Brief description of solution 1]
7.3
Solution 2

[Brief description of solution 2]
7.4
Solution x

[Brief description of solution X]
7.5
Comparison

[Comparison of the solutions based on set of objective criteria and 3GPP requirements]
7.6
Conclusions
8
Conclusions and Recommendations

8.1
Introduction

8.2
Solution for Diameter Overload Control in 3GPP Networks
[This section should indicate how the selected overload mechanism is foreseen to be implemented in 3GPP networks. For instance, if possible options are available in the standard mechanism, a recommendation for 3GPP can be provided.]

8.3
Impacts on Existing 3GPP Specifications
[Based on the selected mechanism, this section should provide an overview of the foreseen impacts on existing 3GPP specifications. The required changes will not be detailed in this TR.]

8.3
Recommendations for New Diameter Applications
[This section should provide generic guidelines regarding the support of overload control in new Diameter applications defined in 3GPP.]
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