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General & background
In TR 29.817 v0.2.9, subclause 6.2.4 considers some possible location of a protocol converter. In subclause 6.2.4.2.1, Option A itself considers two cases where:
Case 1, there is one logical protocol converter per PLMN, see TR 29.817 v0.2.0 figure  6.2.4.2.1.1, and 

Case 2, there is one logical protocol converter per diameter realm, TR29.817 v0.2.0 figure 6.2.4.2.1.2.

Here in this paper we discuss how the AF can address the PCRF for both case 1 and case 2.

Some background information on PCRF discovery and routing from TS 23.203

· All PCRFs in a PLMN belong to one or more diameter realms. Routing of PCC messages for a UE towards the right diameter realm in a PLMN is based on standard diameter routing as specified in RFC 3588 i.e., based on UE-NAI domain part. A diameter realm shall provide the ability of routing PCC messages for the same UE and PDN connection to the same PCRF based on the available information supplied by the entities contacting the PCRF.

· A PLMN may be separated into multiple diameter realms based on the PDN-ID information or IP address range. In this case, the relevant information (PDN-ID, IP address etc. ) shall be used to assist routing PCC message to the appropriate diameter realm.

· During the Rx session establishment, The AF shall advertise the support of the Rx specific application by including the value of the application identifier in the Auth-Application-Id AVP and the value of the 3GPP (10415) in the Vendor Id AVP .These AVPs are exchanged between diameter nodes using Capabilities-Exchange-Request (CER) and Capabilities-Exchange-Answer messages (CEA).After establishing the transport connection, two diameter peers MUST exchange CER and CEA messages. The capabilities exchange allows the discovery of peer’s identity and its capabilities (example: protocol version number, diameter applications supported, security mechanism).The CER and CEA messages MUST NOT be proxied, relayed or redirected. The message format for CER and CEA are defined in RFC 3588 subclause 5.3.1 and 5.3.2.
Based on the above, two solutions for Option A case 1 and case 2 are analysed.
1.
Analysis & discussion
1.1
Solution for option A case 1 – PC in PLMN but outside the diameter (PCRF) realm
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Figure 1.1.1: Protocol converter within 3GPP PLMN, one logical protocol converter to a PLMN

Diameter routing is always based on the realm (realm is the string in a NAI that is immediately follows the ‘@’ character. NAI realm names are required to be unique. Diameter makes use of the realm, to determine whether messages can be satisfied locally or whether they must be routed or redirected. A message is “satisfied locally” when the two diameter nodes belong to the same realm and are addressable using the peer table maintained in the node. A message is “routed” when a diameter node in one realm needs to communicate to diameter node in another realm. In this case the source diameter node needs to refer to its routing table entry to route the message to the destination node. A message is “redirected, proxied, relayed” is used with respect to the diameter routing agent as the function performed by then is to check on the incoming message and decide on the next hop for the message towards the destination diameter node.).A protocol converter is required to accept messages from AF and convert them to diameter specific messages and route them to the right diameter (PCRF) realm. Thus, a PC needs to capable of performing diameter peer discovery and routing to address the right diameter realm (PCRF).
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Figure 1.1.2: All PCs per PLMN grouped into one diameter (PC) realm
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Figure 1.1.3: Message flow for PC discovery and selection

The solution proposed is captured in figure 1.1.2 and figure1.1.3.
· All the PCs in a PLMN are grouped based on domain/IP address range into a diameter realm (diameter (PC) realm 1 in figure 1.1.2).There can be single/multiple physical PCs in a realm but still representing a single logical entity.
· AF and PC communicate over Rx` interface (application protocol can be http, SOAP, RESTful with the message format structured in XML or JSON).The AF is a non-diameter entity and the PC is configured as a diameter client. The PC performs all the functionality of the diameter client including peer discovery and routing messages. This is required since the PC need to route the message received to the correct diameter (PCRF) realm in PLMN.

· The PC receives messages over the Rx` interface from AF and converts the corresponding messages to the diameter message format. Routing the message from PC to the correct diameter realm (i.e, DRA) is based on the standard diameter protocol defined in RFC 3588. 
· Two possible ways the AF can address the PC are:: 

· The AF is pre-configured with the list of PC addresses (can be a range of IP addresses) in the PLMN; or
· The AF needs to dynamically discover the address (es) of PCs over the Rx` interface. The AF has pre-configured information about the PC realm (domain).Based on the domain; the AF performs DNS based lookup to get the corresponding address (es) of the PC(s) in the domain. A single domain name may correspond to one or many IP addresses. 
· The PC realm can be configured in two ways :

· All the PCs in the PLMN are allowed to communicate with the AF.This scenario is described in figure 1.1.1.4. In this case, AF will maintain a list of all PC addresses in the PLMN .The addresses are either statically pre-configured in AF or dynamically acquired as mentioned in the previous step.
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Figure 1.1.4: All the PCs in the PC realm communicate with the AF
· One PC is allowed to communicate with the AF on behalf of all the PCs in the PLMN.This scenario is described in figure 1.1.1.5.This is preferred in the case where all the PCs in the PLMN must not be exposed to the AFs/3rd party servers. Thus one PC in the PC realm is selected to communicate with the AFs. The AF is either pre-configured with the address of PC it needs to communicate with, or it is dynamically discovered by DNS based lookup which performs a domain name to IP address mapping.
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Figure 1.1.5: One PC in the PLMN communicate with the AF
1.2 Solution for Option A case 2 – one PC per diameter (PCRF) realm
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Figure 1.2.1: PC placed within 3GPP PLMN, one PC per diameter (PCRF) realm
· In the scenario, where one PC per diameter realm is considered, the PC can be configured as a diameter proxy agent or relay agent (RFC  3588).

· Routing of messages between AF and PCRF in a diameter realm is explained below: 

· AF performs a peer discovery to find a first hop diameter agent. A connection is established with the first hop diameter agent. In performing this process both the peer table and routing table entries get populated, see example tables below.

· The following search order during peer discovery is recommended (see RFC 3588 subclause 5.2).
· The diameter implementation consults its list of statically configured diameter agents location. These will be used if they exist and respond.

· The diameter implementation uses SLPv2 to discover diameter services.

· The diameter implementation performs a NAPTR query for a server in a particular realm (NAPTR processing described in RFC 2915).

· A dynamically discovered peer causes an entry in the peer table to be created. During the discovery procedure, if a diameter node discovered is a part of the same diameter realm, as is the node that initiated the discovery procedure, only a peer table entry is created, since the realm for both the nodes is the same (local realm).If the diameter node discovered is a part of a different realm other than the node that initiated the discovery procedure, then a routing table entry for the discovered node is created in addition to the peer table entry.

· When two diameter peers establish a transport connection, they MUST exchange capabilities exchange messages. This message allows the discovery of a peer’s identity and its capabilities (example – protocol version number, diameter applications supported, security mechanisms).Capability exchange messages MUST NOT be proxied, relayed or redirected. The message format for these capabilities exchange messages are given in RFC 3588 section 5.3.1 and section 5.3.2.
· An example is given  to illustrate the message flows from AF->PC->DRA->PCRF.
The steps described below are given with respect to figure 1.2.2.
· AF initiates an AA request for a new Rx session. It includes the origin-host/ realm and destination-host/realm. Based on the destination realm AVP (Realm 2) and app-ID AVP (Rx) in the AA request, the AF routes the message to PC1.

Note: Diameter realm AVP contains the realm the message is to be routed to. Diameter clients insert the realm portion of the Username AVP. Username AVP contains the user name in the format consistent with NAI specification.

· When PC receives the AA request, it checks the destination host AVP to check if the host is present in the peer table (i.e., PCRF1).If present, PC1 forwards the message to the destination host (PCRF1).If not, PC1 routes the message to the next hop node (DRA1 in the peer table) that supports the application Id (Rx) for that particular realm.

Note: For a DRA to route a particular message, it must be capable of supporting the applicationId included in the message.
· When DRA1 receives the AA request, it checks the destination host AVP to check if the host is present in the peer table (i.e., PCRF1).If present, DRA1 forwards the message to the destination host (PCRF1).
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Figure 1.2.2: Example describing routing in the case where there is one PC per diameter realm
· (Example) Peer table populated at AF(Diameter client) after discovery procedure :

	Host 
	State 
	Node Discovery

	Node PC1
	Open
	Dynamic

	Node PC2
	Open
	Dynamic

	Node PC3
	Open
	Dynamic


· (Example) Realm routing table at AF (Diameter client) after discovery procedure:

	Realm Name
	App Id
	Server Id
	Local Action
	Node Discovery

	Realm 2
	Rx
	PC1
	Proxy
	Dynamic

	Realm 2
	3
	PC1
	Proxy
	Dynamic

	Realm 3
	Rx
	PC2
	Proxy
	Dynamic

	Realm 3
	3
	PC2
	Proxy
	Dynamic

	Realm 4
	Rx
	PC3
	Proxy
	Dynamic

	Realm 4
	1
	PC3
	Proxy
	Dynamic


2.
Conclusion

The analysis above shows various options for addressing PC from AF. 
These options are further proposed in PCR C1-131466 for inclusion into TR 29.817.
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