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Introduction

At the last CT3 meeting, Siemens presented TDOC C3-050544 suggesting multiplexing several NbFP PDUs within one RTP packet, using a new RTP payload format. This approach has the potential to more than half the required bandwidth for Nb connections for IP4, and provides even higher bandwidth savings for IPv6.

During this meeting, an alternative proposal suggesting a new multiplexing protocol on top of IP is proposed by Alcatel in TDOC C3-050705.

The present contribution aims to comment TDOC C3-050705.

Comments on the Alcatel proposal:

1. Alcatel proposes to use a new protocol on top of IP. This means that a lot of technical issues like flow control avoided by the Siemens proposal would require addressing.

2. IETF involvement would therefore become inevitable. It is very likely that involving the IETF would lead to a long delay of the work, although the market demands IP transport for the 3GPP CS domains in the near future. It is uncertain if IETF is willing to perform such work, as comparable studies were not finalised some years ago. Acceptance of a new protocol on top of IP is quite unlikely.

3. Compared to the Siemens proposal, the Alcatel proposal requires much more implementation effort: Siemens aims to reuse both existing IP/UDP/RTP and NbFP implementations, and just adds an intermediate layer. However, Alcatel proposes an entirely new protocol to replace UDP/RTP.

4. Alcatel proposes to address VoIP scenarios outside the 3GPP Cs domain. In many such scenarios, multiplexing does not make sense sine there are not enough parallel bearers between the same network entities. Siemens proposes to restrict the work to the Nb interface to achieve a solution with maximum efficiency and minimal implementation effort

5. If other VoIP scenarios are addressed (using IP/UDP/RTP/codec), e.g. in a TISPAN IMS, Siemens believes that multiplexing could be applicable only on one part of the connection. The Alcatel proposal is not well suited to address such scenarios, as it intermingles end to-end flow control and jitter measurement with the functionality on the multiplexing connection. Siemens believes that it makes more sense to measure jitter and apply flow control on the multiplexing level independently, and maintain the end-to-end RTP functionality in an independent protocol layer on top independently. Siemens therefore recommends transporting the RTP/codec PDU instead of the IuFP/codec PDU within a multiplexing PDU in the format proposed by Siemens on top of a separate IP/UDP/RTP header for the multiplexing link, if support of such a scenario is desired. In that sense, the Siemens proposal is also future proof.

6. Alcatel has concerns that the time-offset field in the multiplex header of the Siemens proposal is too small. Siemens is open to discuss the details of the multiplexing header and increase the size as desired.

7. Alcatel proposes to use configuration to set up multiplexing connections. Siemens would prefer to have an automatic negotiation procedure using IPBCP extensions to avoid server impacts.

8. Alcatel proposes multiplexing directly on top of MPLS as additional option. Apart from the considerations above, Siemens has concerns that this ignores that MPLS is frequently terminated in edge routers rather than MGWs in real deployments. In such a scenario, this approach would not be applicable. Furthermore, a separate signalling solution would be required compared to the option using IP transport. A multiplexing approach on top of IP has the advantage of a much wider applicability, not restricted to a particular MPLS network scenario.

9. Siemens supports the analysis in the Alcatel contribution that approaches using header compression are not suitable. Such approaches are designed for low bandwidth links. The computing effort required is not suitable for the core network.

Replies to the Alcatel comments on the Siemens proposal:

(Alcatel text from Clause 8 of  C3-050705 is presented cursive.)

This (the Siemens) proposal has the following drawbacks:

•
It adds a mux header of 2 bytes before each AMR PDU: the MP header. Up to 2048 bearers can be muxed per UDP port. When more than 2048 Erl is needed, a new UDP port is to be used. 

Siemens is open to modify the details of the multiplexing header. However, care should be taken to keep the multiplexing header as small as possible. As 64000 UDP ports are available per IP address, using several ports for connections between two MGWs seems acceptable. Siemens does not consider this as drawback. The deceive point to select the number of bearers on a multiplexed connection is how long a significant additional multiplexing gain is to be expected if additional bearers are added. With that consideration, one could even choose a smaller number of multiplexed bearers.

Siemens expects that multiplexing connections are set-up automatically using IPBCP, rather than by administration.  The automatic set-up procedures should take the possibility of several multiplexed connections between the same MGWs into account. Therefore it is not necessary to try to keep the number of such connections within a network small. (If one follows the proposal to use MPLS paths for multiplexing connections, this would change.)

In contrast, the Alcatel proposal does not use UDP and therefore needs to dimension the number of bearers on a multiplexed connection in such a way that the highest conceivable traffic loads between two MGWs can be accommodated – a larger multiplexing header is the consequence.

•
The MP header introduces a time offset of 5 bits. It is indicated that the time offset is in a unit of 1 ms. This jeopardizes completely the jitter computation: time offset should be in the same unit as the timestamp.

Siemens is open to modify the details of the multiplexing header and could agree to a moderate increase of the size of the time offset. However, care is required to keep the multiplexing header small. It is not necessary to use the same unit as for the timestamp. Rather, the following requirements should guide the choice of the size and unit of the timestamp:

a. The range of the time offset field needs to be large enough for the maximum multiplexing aggregation period

b. The precision of the time offset needs to be sufficient for a correction of the jitter (perhaps something finer than 1 msec would be better)

Siemens proposes to use the time offset for a jitter correction by delaying the forwarding of the packages accordingly (see the Annex in C3-050705), rather than for a jitter computation. The jitter on a given link will be the same for all multiplexed payload packages within a multiplexing packet, and may therefore be computed from the RTP timestamp of the RTP header of the multiplexing packet. If one wants to compute the jitter including the effect of multiplexing, time offsets are sufficient in addition to the RTP timestamp. Note that also according to the current version of TS 29.414, the RTP timestamp is only of significance for a single link between two MGWs, and therefore not suitable for measuring the end-to-end jitter of IuFP PDUs. IuFP features an own timestamp for this purpose.

•
The jitter introduced is large as a maximum aggregation period is in ms.

This is a general principle for any multiplexing approach. However, Siemens proposes to avoid that jitter by a forwarding of packages with a delay according to the time offset. This avoids impacts on the buffer dimensioning on the recipient´s side.

•
RFC 3550 states that the time stamp should have a random initial value. So, the proposal deviates from the standard (time offset is too short for supporting random values per bearer).

Siemens proposes to use RFC 3550 unmodified for the header of the multiplexing package and calculate the jitter induced on one hop accordingly.  Siemens believes that the most significant information for the network operation is the jitter induced on a given link between two MGWs, and this is also the current status within TS 29.414. For end-to-end in sequence delivery, IuFP features an own sequence number.

•
Suppose the time stamps should be derived directly from the clock. The time stamp should be 9 bits large: in a window of 20 ms, there are 320 bins at 16 Khz. But this entails that the multiplexing ID lowers to 7 bits (128 bearers). This lowers dramatically the probability of backlogged PDUs. Else, the MP header should be increased to 3 bytes.

See answers above. Increasing the size of the timestamp may indeed be reasonable. This may indeed either be achieved by a 3 byte multiplexing header or by reducing the number of multiplexed bearers.

•
The loss rate cannot be computed per bearer as usual. Suppose that an IP packet is lost. As you don’t know what bearers were muxed in this IP packet, you cannot increase the counter of lost packet in the concerned  bearer contexts. The sequence number of the RTP header can only be used globally.

The loss rate of each multiplexed bearer within a multiplexing connection is equal to the loss rate of the multiplexing connection, which can be calculated by standard RTP means in the Siemens proposal.

•
The de-multiplexing scheme needs to analyze the Nb header to find the PDU length. As example:

o
the RFCIs in PDU type 0 & 1 is to analyze as there is no length field in the MP header. 

o
PDU type14 are to be analyzed in detail to find the packet length.

This analysis is correct, but this avoids an own length field in the multiplexing header and thus keeping the multiplexing header small. Siemens is open to discuss the details of the multiplexing header, but care should be taken to limit the size.

Then, the RTP layer has to be duplicated (in some way) for PDU delineation and statistics computation (eg, jitter computation). Software that builds RCTP SR and RR reports have to be revisited.

The concerns with RTP and jitter computation may come from a misconception of the Siemens proposal. It is the Siemens intention to use RTP and RTCP entirely unmodified for the transport of multiplexing packages.

•
This proposal applies only to 3GPP Nb.  VoIP needs the payload type and the bit M and this information is not foreseen to be transported in the MP header.

Multiplexing makes only sense in an architecture where multiple bearers are transported between the same network entities, and where suitable signalling to set up the multiplexing is available, e.g. in a softswitch architecture. Therefore, there is a limited number of potential commercial target architectures, the 3GPP Cs Domain being the most prominent. The Siemens proposal aims to provide an optimised solution for the Nb interface (minimal size of multiplexing header by avoiding duplicated fields) and in this way also keep the implementation complexity minimal.

If other target architectures are considered, this might also affect the signalling solution. For instance, using MIME parameters of IuFP would no longer be feasible. Furthermore, the signalling discussions currently focus on IPBCP.

If a solution also applicable outside 3GPP is desired, the work would probably need to be performed by other standardisation organisations. However, IETF work on this topic performed some years ago was not finalised and is therefore uncertain if IETF is now willing to perform such work. Furthermore, it is very likely that involving the IETF would lead to a long delay of the work, although the market demands IP transport for the 3GPP CS domains in the near future.

Note that the Alcatel proposal to use a protocol directly on top of the IP protocol, i.e. on the same level as UDP or TCP, would require standard track RFCs, and IETF involvement would therefore become inevitable. However, IETF is very careful to introduce such protocols, as issues like flow control of such protocols affect the performance of the entire internet. In contrast, the Siemens proposal avoids such issues, as it uses the standard IP/UDP/RTP stack, and therefore well known UDP transmission behaviour.

Siemens does not recommend addressing scenarios apart from the 3GPP CS domain. However, if support of such scenarios and standard VoIP (Using /IP/UDP/RTP/codec without IuFP) is desired, Siemens recommends transporting the RTP/codec PDU instead of the IuFP/codec PDU within a multiplexing PDU in the format proposed by Siemens on top of a separate IP/UDP/RTP header for the multiplexing link. This has the advantage that a smooth mixing of connections with and without multiplexing is possible in end-to-end VoIP. For instance, end-to-end RTCP flow control could continue to be used, and end-to-end timestamps for jitter compensation and in sequence delivery would remain available, and RTP mixers would continue to be supported. In this sense, the Siemens proposal is future proof.

•
Supposing that 5 PDUs are muxed in average, the bandwidth gains are very close together.

Siemens proposal: IP V4 + UDP + RTP = 40 bytes. 5 PDU adds 10 bytes of MP

Total for Siemens proposal is 50 bytes of headers (IP level)

Alcatel proposal: IP V4 = 20 bytes, protocol version = 1 byte, 5 headers adds 5*6= 30 bytes.

Total for Alcatel proposal is 51 bytes of headers

o
The difference of 1 byte is neglictible supposing AMR 12.2 PDUs: 50 +5*(4+31) = 225 bytes. It is 1/225= 0,45 % at IP level, and 1/(38+225)= 0,38% at Ethernet V2 transport level.

For a higher number of multiplexed PDUs, the Siemens proposal would have the higher efficiency as it has the smaller multiplexing header.

Next Steps

Siemens proposes that interested parties continue offline discussions to agree the outline of the solution and the standardisation strategy.

This outlines shoulfd be described in a WID.

