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1. Abstract
This document focuses on IKEv2 liveness check performed by UE and ePDG and related configuration in the UE.
2. Discussion
RFC5996 expects IKEv2 peers to perform liveness check (also call dead peer detection) as follows:

-------------------

2.4.  State Synchronization and Connection Timeouts

...
   Since IKE is designed to operate in spite of DoS attacks from the

   network, an endpoint MUST NOT conclude that the other endpoint has

   failed based on any routing information (e.g., ICMP messages) or IKE

   messages that arrive without cryptographic protection (e.g., Notify

   messages complaining about unknown SPIs).  An endpoint MUST conclude

   that the other endpoint has failed only when repeated attempts to

   contact it have gone unanswered for a timeout period or when a

   cryptographically protected INITIAL_CONTACT notification is received
   on a different IKE SA to the same authenticated identity.  An

   endpoint should suspect that the other endpoint has failed based on

   routing information and initiate a request to see whether the other

   endpoint is alive.  To check whether the other side is alive, IKE

   specifies an empty INFORMATIONAL message that (like all IKE requests)

   requires an acknowledgement (note that within the context of an IKE

   SA, an "empty" message consists of an IKE header followed by an

   Encrypted payload that contains no payloads).  If a cryptographically

   protected (fresh, i.e., not retransmitted) message has been received

   from the other side recently, unprotected Notify messages MAY be

   ignored.  Implementations MUST limit the rate at which they take

   actions based on unprotected messages.
   The number of retries and length of timeouts are not covered in this

   specification because they do not affect interoperability.  It is

   suggested that messages be retransmitted at least a dozen times over

   a period of at least several minutes before giving up on an SA, but

   different environments may require different rules.  To be a good

   network citizen, retransmission times MUST increase exponentially to

   avoid flooding the network and making an existing congestion

   situation worse.  If there has only been outgoing traffic on all of

   the SAs associated with an IKE SA, it is essential to confirm

   liveness of the other endpoint to avoid black holes.  If no

   cryptographically protected messages have been received on an IKE SA

   or any of its Child SAs recently, the system needs to perform a

   liveness check in order to prevent sending messages to a dead peer.

   (This is sometimes called "dead peer detection" or "DPD", although it

   is really detecting live peers, not dead ones.)  Receipt of a fresh

   cryptographically protected message on an IKE SA or any of its Child

   SAs ensures liveness of the IKE SA and all of its Child SAs.  Note
   that this places requirements on the failure modes of an IKE

   endpoint.  An implementation needs to stop sending over any SA if

   some failure prevents it from receiving on all of the associated SAs.

   If a system creates Child SAs that can fail independently from one

   another without the associated IKE SA being able to send a delete

   message, then the system MUST negotiate such Child SAs using separate

   IKE SAs.

...
   Note that with these rules, there is no reason to negotiate and agree

   upon an SA lifetime.  If IKE presumes the partner is dead, based on

   repeated lack of acknowledgement to an IKE message, then the IKE SA

   and all Child SAs set up through that IKE SA are deleted.
...
-------------------

I.e. if an IKEv2 peer has not received any cryptographically protected IKEv2 or IPSec message over some timeout period, then RFC5996 expects the IKEv2 peer to check whether the remote IKEv2 peer is alive. The check is done by sending IKEv2 INFORMATIONAL request (with possible retransmissions). If no IKEv2 INFORMATIONAL response is received for the IKEv2 INFORMATIONAL request, the IKEv2 peer removes the IKEv2 SA and any child IPSec SAs.

Observation 1: If an IKEv2 peer has not received any cryptographically protected IKEv2 or IPSec message over a given timeout period, then RFC5996 expects the IKEv2 peer to perform liveness check to ensure that the remote IKEv2 peer is still alive. If the remote IKEv2 peer is not alive, the IKEv2 peer removes the IKEv2 SA and any child IPSec SAs.
The timeout period is not specified. 
If too short timeout period is chosen, then the IKEv2 peer generates too much load on the remote IKEv2 peer and wastes the radio bandwidth. 
If too long timeout period is chosen, there is a possibility of not detecting that the remote IKEv2 peer is dead. If the remote IKEv2 peer is dead, the IPSec packets sent by local IKEv2 peer towards the other IKEv2 peer are lost.
Operator should be in control on the timeout period to ensure that the optimal timeout period is used.

Conclusion 1: It is desirable to enable operator to control the timeout period for the liveness check to avoid too much load and waste of the radio bandwidth, while allowing as quick detection of dead peer as possible.
The timeout period to be used by the ePDG can be configured by the operator without any signalling as the ePDG is under control of the operator.

The timeout period to be used by the UE needs to be signalled to the UE.
Conclusion 2: Timeout period for the liveness check to be used by ePDG can be configured in the ePDG.
Conclusion 3: Timeout period for the liveness check to be used by UE needs to be signalled to the UE.
3. Conclusions

Observation 1: If an IKEv2 peer has not received any cryptographically protected IKEv2 or IPSec message over a given timeout period, then RFC5996 expects the IKEv2 peer to perform liveness check to ensure that the remote IKEv2 peer is still alive. If the remote IKEv2 peer is not alive, the IKEv2 peer removes the IKEv2 SA and any child IPSec SAs.
Conclusion 1: It is desirable to enable operator to control the timeout period for the liveness check to avoid too much load and waste of the radio bandwidth, while allowing as quick detection of dead peer as possible.
Conclusion 2: Timeout period for the liveness check to be used by ePDG can be configured in the ePDG.
Conclusion 3: Timeout period for the liveness check to be used by UE needs to be signalled to the UE.
4. Proposal

It is proposed to agree C1-151024 which describes how the liveness checks are performed by the UE and the ePDG.
