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1. Introduction

In the last CT1#87 meeting, an LS C1-141861/R2-141790 from RAN2 on per CN domain wait time is sent to CT1 to ask the required guidance on the key concerns related to CT1 scope. During the online/offline discussion in the last meeting, more time is required to enable CT1 people to have more coordination with their RAN2 people on this topic. Hence, the LS was postponed to this meeting.

This paper attempts to share more background information on this LS and provide the detail analysis on the potential CT1 impact of enhanced per CN domain wait time mechanism currently under discussion in RAN2. It also proposes to reply an LS to RAN2 based on the further discussion in this meeting. 

2. RAN2 background information
There is a new WID called "Further EUL Enhancements - Core [EDCH_enh-core]" in RAN2 to discuss the limitation of legacy wait time and introduce the enhanced mechanism to control the access from the UE if congestion in RAN side occurs. One of solution is wait time enhancements, including defining per CN domain wait time and extending the wait time value. This has been indicated in the LS C1-141861/R2-141790:

"In order to enhance the existing wait time based congestion control, RAN2 is discussing two options:

Option 1): to define per CN domain wait time, i.e. each CN domain is configured with its own wait time

Option 2): to extend the wait time value, e.g. at most 30 minutes (in conjunction with/without Option 1)"
This section provides more related RAN2 background information to enable CT1 people easily catching RAN2’s key points on the indicated wait time enhancements.
2.1 Legacy wait time mechanism in RAN2
To avoid UE accessing continuously, the network can indicate in the RRC CONNECTION REJECT message a wait time to block the subsequent RRC connection request(s) for a period for a UE in IDLE mode. Upon receipt of an RRC CONNECTION REJECT message with a wait time, the UE will wait at least the time stated in the wait time before retransmitting the RRC CONNECTION REQUEST message. If the rejection happens again, the UE will repeat such wait and retransmission to a maximum times (N300) and then abort the RRC connection setup procedure and go to idle mode.

The maximum value of wait time is 15s. The maximum value of N300 is 7 but the default value is 3. For the definition of wait time and N300 used in RAN2, please refer the excerpted text from 3GPP TS 25.331 in Annex I.
2.2 Wait time enhancements in RAN2
As per RAN2 specification, currently the wait time is common for both PS domain and CS domain. If the UE is first rejected due to a PS access request, the corresponding wait time will also prevent UE triggering a CS call request. In case of network congestion scenarios, the network may want to restrict the UE accessing the PS domain and allow UE accessing the CS domain. Additionally the wait time value could be extended to allow the network to restrict the UE accesses for longer than the current limitation of 15s.
Hence, in the RAN2 discussion, an enhancement called "Per CN domain Wait Time" with extended value is agreed (See excerpted report of 3GPP RAN2#85 meeting in Annex II). In this case, the network can control the UE requests by configuring PS domain wait time without impacting CS calls (and vice versa). In addition to the RRC CONNECTION REJECT message, the enhancement of "Per CN Domain Wait Time" could be introduced in RRC CONNECTION RELEASE message as well.
Furthermore, the longer time may be beneficial to reduce the unnecessary repeated request and signalling overhead for both the UE and the network. Hence, to extend the existing maximum value limitation (15s) of legacy wait time is also considered in RAN2’s discussion.
The wait time enhancements allow the network to differentiate, after a rejection or a release, the subsequent RRC Connection Request attempts on the basis of the CN domain identity. In case of uplink congestion it can allow a prioritisation of, for instance, CS accesses over PS accesses from idle mode, as a complementary mechanism to DSAC. Extension of the value range of the wait time would allow preventing the attempts for the non-prioritised CN domain over a longer time window.
Note that the DSAC (Domain Specific Access Restriction) could provide the access control based on the CN domain identity as well. However, DSAC is relying on the separation of Access Classes 0-15 among barred and not barred indicated in the SIB3. Hence it blocks all the UEs with the barred Access Classes to send an RRC Connection Request to setup a signalling connection to a "barred CN domain". It cannot provide the access control per UE level while the wait time enhancements can.
3. CT1 impact of wait time enhancements
As indicated in the LS C1-141861/R2-141790, during the RAN2 discussion, concerns were raised on whether the required wait time enhancement impacts the NAS layer procedures, under CT’s scope, and therefore RAN2 would like to ask CT1:

"(1) For Option 1, whether the NAS layer needs to be informed if per CN domain wait time is defined?

(2) For Option 2, what is the maximum value to which the wait time can be extended without impact to the NAS layer procedures? "

This section provides the detail analysis on the potential CT1 impact.
3.1 Whether the NAS layer needs to be informed
As indicated in the LS C1-141861/R2-141790: "The existing wait time based congestion control is a pure AS layer mechanism, so the NAS layer is not informed of any access restriction due to the wait Time."
As stated in section 2.1, currently, the maximum value of wait time is 15s and the default retransmission time N300 is 3. When following the current handling process as specified in 3GPP TS 25.331 (see Annex I), there will be up to 45s (15s * 3) to end an RRC connection setup procedure without informing NAS layer.

However, once the NAS layer sends an initial NAS request message (e.g. LOCATION UPDATING REQUEST, ATTACH REQUEST and ROUTING AREA UPDATE REQUEST) which triggers the AS layer to setup the RRC connection, the NAS layer will start a retry timer (e.g. T3210, T3310 and T3330) to monitor the initiated request message. Normally, at the expiry of this timer, the NAS will retry. The detail time analysis on the typical initial NAS request message is shown in the Table 1 in Annex III.

Let’s take an example for ATTACH REQUEST message, from the Table 1 in Annex III, the value of T3310 is 15s which is equal to the maximum value of wait time at the AS layer. Considering the below procedure:

(1) When the NAS sends the ATTACH REQUEST message to the AS, T3310 is started.

(2) The AS sends the RRC CONNECTION REQUEST message to the RNC but gets rejected with a wait time.
(3) Then the AS waits at least 15s for retransmitting the RRC CONNECTION REQUEST message.

Considering the exchange delay between the UE and the RNC, normally, before the AS retransmits the RRC CONNECTION REQUEST message, T3310 is already expired and hence the NAS resends the ATTACH REQUEST message to the AS again. The AS will hold on this re-send request from NAS until the wait time elapsed but the hold time is rather small (just due to the exchange delay between the UE and the RNC). So currently the NAS retransmission and AS retransmission are synchronized and we could have below observation:
Observation I: The current legacy wait time mechanism can make the NAS-AS coordination well without NAS informed on wait time controlled RRC retransmission.

However, the above observation is based on an assumption that the retransmission will be more successful in the normal situation. When considering the congestion situation in RNC, such retransmission will be more likely rejected again which will result in the retransmission at NAS is up to the maximum retry times (e.g. 5) at the end. From the Table 1 in Annex III, it will take up to 435s to abort the ongoing attach procedure and then to start a longer timer T3302 (with default 12min.). During such long time, the UE may not be reachable and hence all the MT services (including PS and CS in NMO I mode) are not available.
Now to improve the access control in congestion situation, RAN2 would like to enhance the legacy wait time mechanism by configuring different wait times for PS domain and CS domain respectively to enable the access restriction to each CN domain can be controlled separately and per UE level. This is based on a fact that PS domain and CS domain may not be in the same congestion situation at the same time and there is a requirement to prioritize the access for one CN domain (e.g. CS access) over other CN domain (e.g. PS access).
Now go back to the RAN2’s question to CT1, whether the NAS needs to be informed when the enhanced wait time mechanism is used at the AS? The Pros. and Cons. for two ways could be shown in below table:

	
	Pros.
	Cons.

	NAS is not informed
	No update is needed at the NAS
	In case of NMO I and CS domain is not congested but PS domain is congested, the combined request to the SGSN will fail which results in the MT CS service not available for very long time (up to 435s or even longer if the UE does not perform PLMN selection when the attempt counter is greater than or equal to 5). (*)

	NAS is informed
	In case of NMO I and CS domain is not congested but PS domain is congested, the NAS could try separate MM procedure to the MSC when being informed that only the RRC setup request for PS domain is rejected. (*)
	1) NAS should be updated.
2) It hands over the AS layer congestion control to the NAS layer which is not in line with original RAN2’s motivation.


(*) In NMO II, regardless of the NAS is informed or not, the enhanced wait time mechanism can work well due to the NAS initiates separate CS request and PS request to the AS and the AS can handle the CS or PS request well based on the current CN domain wait time, e.g. if only PS domain is congested and only PS domain wait time provided to the AS, then the AS will not block the RRC connection setup for CS domain.
From above table, we could have below observation:
Observation II: It is beneficial if the NAS is informed when the enhanced wait time mechanism is used at the AS.

Following Observation II, the question to CT1 is which information should be provided by the AS to NAS? There are two types of information could be provided: CN domain identity and per CN domain wait time value.

Currently, for the UE configured for NAS signalling low priority, an existing NAS-AS coordination was defined for the congestion control at the RNC side. When the NAS sends the initial NAS request to the AS, it will provide a delay tolerant RRC establishment cause value to AS and then send to the RNC. The RNC will include an extended wait time in the RRC CONNECTION REJECT message to the AS. Then the AS provides the CN domain information together with the value of extended wait time to NAS. The NAS will start a back-off timer with the value of extended wait time to prevent sending the subsequent NAS request message to that CN domain. Two back-off timers are maintained at the NAS, i.e. one for PS domain (i.e. T3346) and one for CS domain (i.e. T3246).

So to synchronize the retransmission between NAS and AS, it is better to provide the value of per CN domain wait time to NAS as well to avoid unnecessary NAS retry upon the expiry of NAS retry timers. For the further NAS handling, we have below observation:

Observation III: The value of per CN domain wait time needs to be provided to NAS and the existing back-off timer mechanism can be reused at NAS when informed the CN domain identity and per CN domain wait time from AS.

3.2 What is the maximum value can be extended without NAS impact
As indicated in the LS C1-141861/R2-141790, two ways were considered in RAN2 for extending the wait time value:

(1) to extend the legacy wait time value (e.g. at most 30 minutes) without defining per CN domain wait time; and

(2) to extend the per CN domain wait time value (e.g. at most 30 minutes).

If going to the 1st way, as analyzed in section 3.1, why we can have an Observation I is due to the existing fact that the NAS retry timer is greater than or equal to the maximum value of legacy wait time (i.e. 15s). And this is based on an assumption that the network is under the normal situation rather than the congestion situation. So if the extended value of the legacy wait time is greater than the NAS retry timer, the synchronized NAS-AS retransmission will be broken and the NAS retransmission will make no sense due to the AS will always hold on the retransmitted NAS request until the wait time elapsed. In case of PS domain and CS domain are not in the same congestion situation, it will make the service not available for the non-congested domain for the very long time (at most 30 minutes). Hence, for the 1th way, we have below observation:

Observation IV: The maximum value of the legacy wait time cannot be extended greater than 15s from NAS point of view; otherwise, the NAS has to be impacted.
If going to the 2nd way, following the Observation III, the existing back-off timer mechanism (i.e. the NAS starts the back-off timer based on the "Extended wait time" from the AS) can be reused at NAS. After the NAS sends the initial NAS request message to the AS, and if the AS gets rejection with a CN domain wait time for the RRC connection setup, then AS provides the CN domain identity and the CN domain wait time value to the NAS. The NAS starts the back-off timer for that CN domain with the received CN domain wait time value. Following the existing handling, the NAS will not retry the NAS request until the expiry of back-off timer. Note that currently, for the messages not contained the low priority indicator set to "MS is configured for NAS signalling low priority", the NAS will ignore the received "Extended wait time". Hence if going this way, the NAS should be updated to support this, at least to extend the existing "Extended wait time" based back-off timer mechanism to the normal UEs as well.
Let’s take the NMO I case as a typical example. In case of PS domain is congested and CS domain is not congested, for the combined NAS request, the RNC will reject the RRC connection setup with a PS domain wait time. The AS then provide the PS domain identity and the PS domain wait time value to the NAS. The NAS is informed the PS domain is congested and starts the PS domain back-off timer (i.e. T3346) with the PS domain wait time value. Meanwhile, the NAS could try to initiate the separate CS request message (e.g. LAU or CM Service Request) to the AS to setup the RRC connection  for CS domain which will be successful. Finally, the CS services can be still available even the PS domain is congested in NMO I.
As specified in TS 24.008, the value of PS and CS back-off timer is provided by the network and the default value range is 15 – 30 minutes. Hence, for the 2nd way, we could have the below observation:
Observation V: If the existing back-off timer mechanism is reused at NAS when informed the CN domain identity and per CN domain wait time from AS, the maximum value of per CN domain wait time can be extended greater than 15s, e.g. at most 30 minutes. However, the NAS has to be updated.
4. Proposal for replying RAN2’s LS
Based on the discussion in section 3 and the Observation I – V, it proposes to reply the RAN2’s LS in the following way:

"(1) For Option 1, whether the NAS layer needs to be informed if per CN domain wait time is defined? "
[CT1 answer]: Yes, the NAS needs to be informed. Furthermore, in addition to be informed the CN domain identity, the CN domain wait time value needs to be informed as well. This will benefit the NAS to avoid unnecessary NAS retry upon the expiry of NAS retry timers.
"(2) For Option 2, what is the maximum value to which the wait time can be extended without impact to the NAS layer procedures? "

[CT1 answer]: For the legacy wait time, the maximum value cannot be extended greater than 15s from NAS point of view; otherwise, the NAS has to be impacted. For the per CN domain wait time, if the existing back-off timer mechanism is reused at NAS when informed the CN domain identity and per CN domain wait time from AS, the maximum value can be extended greater than 15s, e.g. at most 30 minutes.
5. Conclusion

It proposes CT1 to discuss the below observations based on the analysis given in this discussion paper:
Observation I: The current legacy wait time mechanism can make the NAS-AS coordination well without NAS informed on wait time controlled RRC retransmission.

Observation II: It is beneficial if the NAS is informed when the enhanced wait time mechanism is used at the AS.

Observation III: The value of per CN domain wait time needs to be provided to NAS and the existing back-off timer mechanism can be reused at NAS when informed the CN domain identity and per CN domain wait time from AS.

Observation IV: The maximum value of the legacy wait time cannot be extended greater than 15s from NAS point of view; otherwise, the NAS has to be impacted.
Observation V: If the existing back-off timer mechanism is reused at NAS when informed the CN domain identity and per CN domain wait time from AS, the maximum value of per CN domain wait time can be extended greater than 15s, e.g. at most 30 minutes. However, the NAS has to be updated.
Finally, it proposes CT1 to reply RAN2’s LS as proposed in section 4.

Annex I. Excerpted RAN2 specification (TS 25.331)
"8.1.3.9
Reception of an RRC CONNECTION REJECT message by the UE

…

1>
if the IE "wait time" <> '0'; and

1>
if neither the IEs "frequency info" nor "inter-RAT info" are present:

2>
if V300 is equal to or smaller than N300:

3>
wait at least the time stated in the IE "wait time";

3>
set the IEs in the RRC CONNECTION REQUEST message according to subclause 8.1.3.2;

3>
perform the mapping of the Access Class to an Access Service Class as specified in subclause 8.5.13, and apply the given Access Service Class when accessing the RACH or the common E-DCH (for the Enhanced Uplink in CELL_FACH and Idle mode);

3>
submit a new RRC CONNECTION REQUEST message to the lower layers for transmission on the uplink CCCH;

3>
increment counter V300;

3>
restart timer T300 when the MAC layer indicates success or failure to transmit the message;

2>
if V300 is greater than N300:

3>
if the UE supports logging of failed RRC Connection Establishment, perform the actions specified in subclause 8.1.3.11;

3>
enter idle mode;

3>
perform the actions specified in subclause 8.5.2 when entering idle mode from connected mode;

3>
consider the RRC establishment procedure to be unsuccessful;

3>
the procedure ends.
…"

"10.2.36
RRC CONNECTION REJECT

The network transmits this message when the requested RRC connection cannot be accepted.


RLC-SAP: UM


Logical channel: CCCH


Direction: UTRAN ( UE

	Information Element/Group name
	Need
	Multi
	Type and reference
	Semantics description
	Version

	Message Type
	MP
	
	Message Type
	
	

	UE information elements
	
	
	
	
	

	RRC transaction identifier
	MP
	
	RRC transaction identifier 10.3.3.36
	
	

	Initial UE identity
	MP
	
	Initial UE identity 10.3.3.15
	
	

	Rejection cause
	MP
	
	Rejection cause 10.3.3.31
	
	

	Wait time
	MP
	
	Wait time 10.3.3.50
	
	

	Redirection info
	OP
	
	Redirection info 10.3.3.29
	The UE shall ignore any unsupported frequencies included in this IE.
	

	Counting completion
	OP
	
	Enumerated (TRUE)
	This field may be present if the Rejection Cause is set to “unspecified” otherwise it shall be ignored.
	REL-6

	Extended Wait Time
	OP
	
	Extended Wait Time 10.3.3.12a
	
	REL-10


"
"10.3.3.44
UE Timers and Constants in idle mode
This information element specifies timer- and constant values used by the UE in idle mode.

	Information Element/Group name
	Need
	Multi
	Type and reference
	Semantics description

	T300
	MP
	
	Integer(100, 200... 2000 by step of 200, 3000, 4000, 6000, 8000)
	Value in milliseconds. Default value is 1000. Use of Default is described in 10.2.48.8.4 and in 10.2.48.8.16.

	N300
	MP
	
	Integer(0..7)
	Default value is 3. Use of Default is described in 10.2.48.8.4 and in 10.2.48.8.16.


"
"10.3.3.50
Wait time

Wait time defines the time period the UE has to wait before repeating the rejected procedure.

	Information Element/Group name
	Need
	Multi
	Type and reference
	Semantics description

	Wait time
	MP
	
	Integer(0..

15)
	Wait time in seconds

The value 0 indicates that repetition is not allowed.
Wait time should be set to zero if the IE "Extended Wait Time" is present in the RRC Connection Reject message.


"

Annex II. Excerpted report of 3GPP RAN2#85 meeting
	Agreements: 

· Introduce "Per CN domain Wait time" in the RRC CONNECTION REJECT message and RRC CONNECTION RELEASE message.  It is FFS whether a “Per CN domain time”  applies to other messages such as CELL UPDATE.  

· The value of the “Per CN domain wait” can have a range of up to 30 mins.  

· FFS whether we will extend the value of the legacy wait timer and for which messages.

· When an extended wait time per domain is configured, the UE will be configured whether it is allowed to respond to paging on a per CN domain basis.  


Annex III. Time analysis on initial NAS request messages
Table 1. Time analysis on initial NAS request messages
	CN domain
	NAS procedure
	Retry timer
	Retry timer value
	Retry times
	Maximum attempt counter
	Interval for each attempt counter
	Total time before the procedure failure

	CS
	LAU
	T3210
	20s
	1
	4
	0
	80s = (20s*4)

	PS
	Attach
	T3310
	15s
	5
	5
	15s
	435s= ((15s*5+15s) *4+15s*5)

	
	RAU
	T3330
	15s
	5
	5
	15s
	435s= ((15s*5+15s) *4+15s*5)

	
	Detach
	T3321
	15s
	5
	0
	0
	75s = (15s*5)

	
	Service Request (*)
	T3317

(Iu mode only)
	15s
	1
	5
	0
	75s = (15s*5)


(*) For Service Request procedure, at the expiry of retry timer, the NAS will abort the procedure and will not automatically retry but rely on the request from the upper layers. In the above table, it assumed that the upper layers immediately re-send the request to the NAS to retry the Service Request. So the total time is the minimum value.
