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1. Introduction
At the last CT1 meeting, CT1#87 in Phoenix, CT1 received an LS from RAN2 on "Per CN domain timer" (R2-141790/ C1-141861). According to this LS, RAN2 is studying how to enhance the existing mechanism of controlling access requests by the UE to UTRAN. Currently, the UTRAN can reject an access request by sending an RRC Connection Reject message with a wait timer. Proposals under consideration in RAN2 are:

- option 1) the introduction of separate wait timers for CS and PS domain and 
- option 2) an extension of the value range of the wait timer beyond the current maximum value of 15 seconds, e.g. up to 30 minutes, possibly in combination with option 1.
According to the LS:

"During the RAN2 discussion, concerns were raised on whether the above options impact the NAS layer procedures, under CT’s scope. RAN2 wondered whether one possible solution, to solve the problem that the RRC connection establishment procedure would now be blocked in AS, was to abort the procedure and inform NAS of the establishment failure." 
Therefore RAN2 is asking CT1:
"(1) For Option 1, whether the NAS layer needs to be informed if per CN domain wait time is defined?
(2) For Option 2, what is the maximum value to which the wait time can be extended without impact to the NAS layer procedures?"
In this paper we will discuss which side effects the enhancements studied by RAN2 will have on the NAS procedures.

But first we are describing briefly how the current RRC wait timer mechanism is working.

2. Existing wait timer mechanism in UTRAN RRC (R99 and later)
Mechanism in RRC

According to TS 25.331, when the UE sends an RRC Connection Request message, the UTRAN can respond by sending an RRC Connection Reject message including an (RRC) wait time in the range from 0 to 15 seconds. (This wait timer is not to be confused with the "extended wait timer" which is running on NAS level). When the RRC entity in the UE receives a wait time > 0, it will not inform NAS, but will start a timer with the received value and, upon timer expiry, it will re-attempt the RRC connection establishment. 
RRC will repeat this several times. The number of re-attempts can be configured by the network to a value between 0 and 7; default value is 3. 
While these attempts are ongoing, both domains are blocked, i.e. neither the domain (CS or PS) for which the original request for an RRC connection was issued, nor the other domain can be accessed by the UE. So in the worst case (wait time = 15 s) it will take 3x15s = 45s until RRC informs NAS MM or GMM about the final outcome – successful establishment or RRC establishment failure – and RRC is prepared to accept a new request from NAS.
Interaction with NAS and upper layers
On NAS level, most MM and GMM procedures are supervised by specific timers, and especially for GMM in many cases the value of the specific timer is 15 seconds.
E.g. the GPRS attach procedure is supervised by timer T3310 = 15 seconds, and the routing area updating procedure by timer T3330 = 15 seconds. Upon timer expiry, the UE NAS will attempt to send another Attach Request or Routing Area Update Request message and restart T3310 or T3330, respectively. This is repeated several times, until upon the fifth timer expiry the UE starts timer T3311 = 15 seconds. Upon expiry of T3311, the UE initiates the next series of 5 attempts to send the NAS message. After the fifth series of 5 attempts, i.e. after 7 min 15 s, upon expiry of T3310 or T3330 the UE starts timer T3302 (default value = 12 min, configurable via NAS signalling). Thus the UE adjourns for a longer time interval, before it is resuming the attach or routing area updating attempts upon expiry of T3302. The longer gap was introduced to protect both the UE and the network from unnecessary signalling, and to avoid unnecessary battery drain in the UE.
If we assume that the congestion in the RAN or core network is going on for a longer time, and the RNC is rejecting access requests with a wait time of 15 seconds, then for an attach or routing area updating procedure – considered 'stand-alone' –, there is not a big difference from NAS point of view whether the RRC informs NAS upon each receipt of a Reject message or only upon receipt of the fourth one. In any case, NAS will retry every 15 seconds to send another Attach Request or Routing Area Update Request message.
Note, however, that when NMO II is used and the UE wants to be attached to both domains, with the current RRC behaviour a location update attempt in the CS domain can block access to the PS domain for up to 45 seconds, and vice versa. If we assume that only one core network domain is congested, it could be beneficial if RRC in the UE reported back to NAS after each receipt of RRC Connection Reject and subsequent expiry of the wait timer, because then the UE could try the registration update towards the other domain already after 15 seconds.    

But not all NAS procedures are following the re-transmission scheme defined for the attach and routing area updating procedure. For example for the service request procedure, the supervision timer T3317 is also 15 seconds, but when this timer expires GMM will abort the procedure. So for this case, retrying on RRC level for more than 15 seconds is useless.
For the 'upper layers' (e.g. OS, TCP stack, application, or human user) the situation is again looking different. Most of these upper layers are running their own connection establishment supervision timer, and when such an upper layer triggers an attach procedure to get connectivity, then in many cases a maximum time of 45 seconds for an RRC establishment will be already quite long. I.e. there is a considerable risk that the upper layer will decide to abort the connection establishment when the RRC on the lower level is still trying to complete the procedure.
3. Proposed changes

As mentioned in the introduction, RAN2 is considering the following possible enhancements to the existing mechanism: 
1) to define the wait timer per core network domain

2) to extend the value range for the wait time, e.g. up to 30 minutes
3) a combination of 1) and 2)

4. Discussion of proposed changes

For the following discussion we note that CT1 already specified 2 features, domain specific access control (DSAC) in Rel‑6 and the Extended Wait timer (under work item NIMTC) in Rel-11, which have a similar effect on NAS as the changes currently discussed in RAN2, because they are barring the UE from accessing a specific domain, CS or PS. So we expect that we will also have to look at similar issues as during the specification of these features.
We also note that a maximum wait time of 15 seconds does not mean that after the 15 seconds the next RRC connection establishment attempt will be more successful. If there is a serious congestion in the network (UTRAN or core network), it may last for a longer time, and the UE may be barred from access for a much longer time than these 15 seconds.
4.1 Definition of wait time per domain

One of the issues that was already considered by CT1 when specifying DSAC is that in a network using NMO I the combined mobility management procedures are not working any longer as intended if access to the PS domain is barred. This can have two consequences:
1) If the UE cannot perform its periodic routing area update, then in the SGSN the mobile reachable time will expire (typically after T3312 + 4 min), the SGSN will clear the paging proceed flag (PPF) and it will no longer perform paging for CS services. So when the MSC/VLR sends a paging request via the Gs interface, the SGSN will respond with MS UNREACHABLE, the VLR will stop the paging procedure and the call cannot be delivered (see TS 29.018 and TS 23.060). On the UE side, according to the RAN2 proposal RRC will not inform GMM in the NAS about what is going on. RRC is just keeping GMM waiting (since RRC establishment is still ongoing), and there is no requirement for the UE to e.g. initiate a location updating procedure to break the Gs association. So typically 4 minutes after expiry of the periodic RAU timer T3312 the UE will become unreachable for CS services, and it can remain unreachable for a considerable time, dependent on how long the congestion in the PS domain is effective.

We think that this a severe problem for the subscriber, and that it is therefore essential that NAS is informed about the domain specific reject so that it can take measures on NAS level and e.g. initiate a location update.

From NAS point of view, the solution could look similar as for DSAC, i.e. when the UTRAN responds with an RRC Connection Reject with PS domain specific wait time greater or equal to a certain threshold (e.g. 15 seconds), the RRC informs NAS that the PS domain is barred, and the UE then follows the requirements specified for DSAC in TS 24.008, subclause 4.1.1.2.1:

A GPRS MS operating in mode A or B in a network that operates in mode I shall perform a normal location updating procedure (in order to remove the Gs association in the MSC/VLR) when the following conditions are fulfilled:

-
the GPRS MS has camped on a cell where the PS domain is barred and the CS domain is unbarred; and

-
T3312, T3311, T3302, or T3330 expires; and

-
for the last attempt to update the registration of the location area a combined GMM procedure was performed.

Additionally the MS shall treat the expiry of T3312 when the PS domain changes from barred to unbarred, analogous to the descriptions for the cases when the timer expires out of coverage or in a cell that does not support GPRS (see subclause 4.7.2.2).

When the wait timer has expired, AS informs NAS that the PS domain changes to unbarred, and the MS initiates e.g. a combined RAU in order to re-establish the Gs association.
2) If the UE changes to a different routing area or location area or location area, and cannot perform its combined routing area update due to repeated receipt of RRC Connection Reject messages with wait time, then the UE will be unreachable for CS (and PS) services, because when the MSC/VLR sends a paging request via the Gs interface, the SGSN will "page the MS based on the location information stored in the SGSN", i.e. it will try to page the UE in the routing area where the UE performed the last routing area update and the UE will not be able to receive the paging.
So the UE will become unreachable for CS services and will remain so until the congestion in the PS domain disappears or until after 7 min 15s (i.e. after the fifth series of five (re-)tries),  the UE switches to separate MM procedures and initiates a location update – whichever happens first.
Again it would be helpful for NAS to be informed that the problem is domain specific, because then the UE could avoid this gap of up to ~ 7 minutes during which it cannot be paged. The solution could look similar to DSAC, i.e. when the UTRAN responds with an RRC Connection Reject with PS domain specific wait time greater or equal to a certain threshold (e.g. 15 seconds), the RRC informs NAS that the PS domain is barred, and the UE then follows the requirements specified for DSAC in TS 24.008, subclause 4.1.1.2.1:

If the PS or CS domain is barred because of domain specific access control, a GPRS MS operating in mode A or B in a network that operates in mode I shall act as if in network operation mode II and access to the barred domain shall be stopped entirely. If the MS detects that a domain is barred, this shall not trigger any MM or GMM specific procedure. 

I.e. the UE would switch to non-combined mobility management procedures and initiate a location update to become again reachable for CS services.

If the network is using NMO II, then the UE is using separate mobility management procedures for CS and PS, so the above problems do not occur. However, some of the issues which we described at the end of section 2 for the PS domain are still valid, e.g. that on NAS level the service request procedure is terminated upon the first expiry of T3317, and more generally that upper layers may be running their own supervision timers and may decide to abort the connection establishment while RRC is still trying to complete the RRC connection establishment.
4.2 Longer wait time

If we keep the concept of a single wait timer applicable for both domains, but increase the value range, then the issues we described at the end of section 2 for the PS domain are still valid: e.g. on NAS level the service request procedure is terminated upon the first expiry of T3317 = 15s, and more generally upper layers may be running their own supervision timers and may decide to abort the connection establishment while RRC is still trying to complete the RRC connection establishment. In our view, if the UTRAN sees a need to assign a wait time of more than 15 seconds, then RRC should not perform retries on its own, but abort the procedure and report back to NAS that access to the UTRAN is currently not possible.

Moreover, for our assessment of the attach and routing area updating procedure in section 2 it was essential that for the current mechanism the retransmission timer on NAS level (T3310/T3330) is greater or equal to the maximum wait time. To see this, let us assume that the maximum wait time on RRC level can get longer, e.g. that it can get as long as 8 minutes. By the time RRC gets back to NAS, GMM will already have made its 5 'attempts' (= 5x5 retries, taking 7 min 15s) and will have started T3302 = 12 minutes (default value). T3302 has been running for 45 s when the RRC wait timer expires, so GMM will now still (unnecessarily) wait 12 min – 45s = 11 min 15s, until it will initiate the next RAU procedure.

With a design more along the lines of the legacy access class barring, upon receipt of the RRC Connection Reject with wait time = 8 minutes, RRC could inform GMM that access to the UTRAN is currently not possible. GMM would then put the RAU procedure ‘on hold’ until RRC informs GMM that access to the PS domain is possible again. Upon this indication GMM could resume the procedure from where it was suspended, without having to wait for T3302 to expire.

If we set the maximum time to a lower value, say 1 minute, the effect is less drastic, but still the principle remains that the UE is performing its retries every 15 seconds (while RRC does not send anything via the radio interface) and using up its 5 attempts faster than necessary, so that the UE is starting T3302 sooner than necessary.

As a general design principle, retry/retransmission timers on a higher level of a protocol stack should be longer than the retry/retransmission timers on the lower level. Otherwise, one will only see superfluous retry requests from the higher layer to the lower layer which will keep the system busy, but will not result in any progress. 

Consequently, in our case, if the wait timer is extended to values beyond 15 seconds, it should only be used as a back-off timer, and its expiry should not trigger an autonomous re-attempt of the RRC procedure.
4.3 Combination of option 1) and 2)

From the above discussion in sections 4.1 and 4.2 it should be clear that if we combine options 1 and 2, then for NMO I we still have the problems described in section 4.1, and for NMO II, for the PS domain the arguments of 4.2 apply. So the combination of the two options does not really improve the situation.
5. Proposed way forward
As a consequence of the analysis provided above in section 2 and 4, we would like to propose the following:

1) CT1 should confirm to RAN2 that the concerns indicated in the LS from RAN2 are justified.
2) For option 1), CT1 should answer:

"Yes, the NAS layer needs to be informed that access to a specific domain (CS or PS) is currently not possible. And NAS needs to be informed when access to that domain becomes possible again."

3) For option 2), CT1 should answer:

"CT1 think that the maximum value for the wait time cannot be extended without impacting the NAS procedures. From NAS point of view, the RRC connection establishment procedure should be completed within 15 seconds. So if the UTRAN provides a wait time greater or equal to 15 seconds, or if the 15 seconds are exceeded due to several rejects including a wait time in a row, RRC should abort the establishment procedure and inform NAS that access to UTRAN (or to a specific domain, if option 1 and 2 are combined) is currently not possible."
