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Discussion

Background
In CT1#84, a discussion paper (C1-132946) was submitted by NSN and Verizon Wireless where the source companies claimed that there existed a problem with mobile originated service request procedure when the procedure keeps failing due to no response form the network. The paper then proposed a way forward by having an upper limit (e.g. similar to Attach and TAU procedures, applying  an attempt counter) for the service request procedure after which the UE shall initiate a TAU procedure, in which the ENB “hopefully” will pick another MME.
Discussion
The discussion around this topic has continued both off-line (using mail) and on-line during the following CT1 meeting (CT1#84bis). It was questioned whether the case was only applicable to E-UTRAN or to UTRAN as well, and it was indicated, by the source companies, and a few other companies that joined them, that they would rather have the same solution in UTRAN as well. 
The source companies of this paper would like to clarify following points of the discussion paper C1-132946:

1) Problem is not clear

a) First of all, it is not at all clear, at least to the source companies of this paper, where the problem actually resides! Is it the MME (or SGSN) that for some reason does not process the Service Request message? And if so, why? Or is the problem occurring at lower layers (layers below NAS layer)? Or, is the message being routed to an incorrect MME (or SGSN)? Again; not at all clear where the problem resides. Having said that, it has been apparent that the problem is on the network side.

b) The entire case has been based on the situation where the UE in Idle mode, has some user data buffered and wants to send that to the NW. However, all companies in favour of the proposed solutions would like to take a general approach and have the same behaviour on the UE side even if the service request procedure was initiated due to e.g. “Signalling”. Specifically in UTRAN, the UE does not even have to have an IP address (i.e. has no active PDP Context) to trigger the service request procedure. As an example, the UE may start the service request procedure for reasons such as SMS or even activation of PDP Context. For these cases, we wonder whether it really makes sense to trigger a registration procedure (TAU/RAU)?
c) Unlike for attach and TAU procedure, no re-attempt mechanism is specified for the service request procedure (see TS 24.301). Hence, based on current specified behaviour of the UE, note that upon T3417 expiry, it is clearly specified that:

 “If the UE triggered service request procedure from EMM-IDLE mode, then the EMM sublayer shall abort the procedure and release locally any resources allocated for the service request procedure.” 
Hence, the UE will abort the current procedure and is not mandated to retry immediately. Though yes, an implementation can do so, i.e., if the application layer still requests to set up a connection, but the important thing is that CT1 does not mandate such behaviour to happen continuously at all. Hence, from NAS layer perspective the UE behaviour is correct. 
2) Drawback of the proposed solution
In the discussion paper in C1-132946, it is proposed that the UE will delete the temporary id and will initiate the Tracking Area Update procedure ( or Routing Area Update procedure) after the service request procedure failed 5 times due to no response from the network (T3147 timeout). The proposed solution has following drawbacks:
a) There is absolutely no guarantee whatsoever that the TAU (or RAU) Request message will be routed to another MME (or SGSN). How does the eNodeB select an MME which has failed rather than any other MME in the pool since the eNodeB actually knows that this MME failed? With this in mind, we really wonder how the proposed solution can help operator solve the problem. It is important to realize that it is also unclear how the proposed solution will help at all in case the operator does NOT deploy pooling. Also the Network Node Selection function is optional feature.
b) Even if the TAU (or RAU) request is routed to a new MME (or SGSN), it is not clear if the new MME is able to obtain the context from the old MME, resulting in TAU failure (for example: cause #40 or #9). The UE may then attempt an attach procedure which may be routed back to the old MME. 
c) The proposed solution to initiate the TAU with no S-TMSI/GUMMEI is similar to the case of load-balancing TAU, but in the case of load-balancing TAU, this is a "solicited" action from the MME (see sub-clause 4.3.7.3 of TS 23.401) to initiate the S1 release with release cause "load balancing TAU required". In the solution of C1-132946, the UE is effectively doing an "unsolicited load balancing TAU". There has been no definite trigger from the network to request the UE to perform TAU with no S-TMSI/GUMMEI. The UE is effectively acting on a "silent trigger".
d) Service request procedure is triggered quite often in the UE (especially from smartphone loaded with data applications) on requests from always ON data applications and if this issue happens quite often then it will increase the number of Tracking area update procedure (or Routing area update procedure) in the network which will further overload the network with more signalling. Additionally, more network-related signalling is generated as a result of moving to a new MME (i.e. UL to the HSS and CL to the old MME). Given that Service Request is a very frequent procedure, this additional signalling could be exacerbated.
e) In case when the E-UTRAN (or UTRAN) has not enough resources or congested, there will be no response to service request procedure. The UE can’t distinguish between E-UTRAN (or UTRAN) failure and MME (or SGSN) failure and will initiate the TAU (or RAU) procedure after 5 times retry in both cases. But in case of E-UTRAN (or UTRABN) failure, the TAU (or RAU) procedure won’t recover the situation and the UE will perform unnecessary TAU (or RAU) procedure.
f) As no re-attempt mechanism is specified for the service request procedure, i.e. the NAS layer will not retry the service request automatically; there is then absolutely no guarantee that there are consecutive requests from the upper layers to trigger the consecutive service requests to make the service request attempt counter to reach 5. It can likely happen that the service request attempt counter is reset before reaching the value 5 due to other triggers, e.g. periodic TAU. Note that the UE is still in the state EMM-REGISTERED and can trigger and perform any other NAS procedures meanwhile.
Conclusion
As described in the discussion section, it is not clear what causes the network to not respond to service request procedure and it seems that the issue is in the network side. It is also clear that the NAS layer of the UE works in its correct way and the issue is actually on the application layer. Hence, the proposed solution will not fix the problem completely in all scenarios and may cause side effects. Therefore, it is proposed to further investigate what causes this issue and find a network based solution if the issue is not caused by a UE. The only sensible action that the UE can take in situations where it has no idea why the Service Request could not be routed to the MME is to back-off and try again later.
