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1. Introduction
This document introduces protocol attributes for telepresence using IMS in TR 24.803.
2. Reason for Change
What differentiates an IM session supporting telepresence from a normal IM session is the aspect of a "being there" experience. The characteristcs of a "being there" experience are alluded to in the definition of telepresence:

telepresence: An interactive audio-visual communications experience between remote locations, where the users enjoy a strong sense of realism and presence between participants by optimizing a variety of attributes such as audio and video quality, eye contact, gaze awareness, body language, spatial audio, coordinated environments and natural image size.
These aspects need to be co-ordinated between the participants of the telepresence enhanced IM session. This contribution proposed the addition of text to TR 24.803 to further discuss these characteristics.
3. Conclusions

The changes in this contribution are proposed to be incorporated in the new TR.
4. Proposal

It is proposed to agree to the following changes to 3GPP TR 24.803 v0.3.0.
* * * First Change * * * *

4
Overview of telepresence using IMS
4.1
General
As an architectural framework for provision of IP multimedia services, IMS is capable of delivering various service functionalities and easing to integrate with new kinds of application, such as telepresence. Compared to traditional video conference, telepresence is a conferencing system with multiple cameras, microphones and screens that has the characteristics of gaze direction, eye contact, spatial audio and scaling images to true size, which in all to achieve the immersive "being there" experience for participants.

IMS is using the IETF defined session control mechanism with the inherited capability to negotiate multiple multimedia streams in one single session, which could be applied as a basis for supporting telepresence in IMS that always has the necessity of producing and rendering various media streams with high qualities among the involved parties, even in the point to point case.

Based on the existing procedures as specified for IMS conferencing in 3GPP TS 24.147 [2], this technical report introduces updates and enhancements for IMS by incorporating the new tools as defined by IETF CLUE WG (see more from: https://datatracker.ietf.org/wg/clue/charter/) that achieves media advertisement and configuration to facilitate controlling multiple spatially related media streams in an IMS conference supporting telepresence. The main forseeable challenges are capability negotiation for new tools, interactions of the adopted protocols, and interoperability and interconnection with the traditional IMS conferencing users.

This technical report provides the procedures to satisfy the above requirements by evaluating the impacts and additions to support telepresence using IMS.
4.x
Telepresence enhanced IMS characteristics
4.x.1
General
In order to provide a "being there" experience for conversational audio and video conferencing between remote locations, where the users enjoy a strong sense of realism and presence between participants a variety of information needs to be co-ordinated between local and remote participants such as:
-
audio and video spatial information;

-
information to enable eye contact, gaze awareness, body language and natural image size; and;

-
information to coordinate the environments;

This section discusses the information that may be provided by one to another to achieve a telepresence experience.

4.x.2
Spatial information
A spatial relationship is representative of the arrangement in space of two or more objects in the same room, in contrast to retain in time or other relationships. It involves mainly both video and audio sources in telepresence conferencing system.

If so, a spatial description of source video images sent in video streams helps to enable a reproduction of the original scene at the receiver side, and a spatial description of source audio sent in audio streams helps also to enable a reproduction at the receiver side in a spatially correct manner. Furthermore, the spatial description of source video images includes the order of images in the actual captured scene and may be in two or three dimensions. The spatial description of source audio includes the spatial position of audio in the captured scene. It may be transmitted as single or multi-channel audio. Maybe there is a spatial matching between audio and video streams coming from the same endpoints.

The descriptions as above apply to each scene in a point to point or a multipoint meeting and refer to the spatial ordering within a scene, not to the ordering of images and the spatial positon of audio between scenes.
4.x.3
Media information
Information regarding media traditionally describes its encoding. This information is enhanced in an IM session supporting telepresence by information regarding the source components of the media capture, i.e. the origin of captures may be the original media captures (e.g. from a camera) or a composed media captures indicating a mix of audio streams, a compostion video streams or switched media captures indicating the dynamic or most appropriate subset of a "whole".

This enhanced description of captures helps a sender to describe which sources are included and helps a receiver to choose which sources to receive from a list of sources. 

Further enhanced media information may indicate simultaneity constraints. For example, a room camera have two options which are zoomed-in view and zoomed-out view, but there is no way for it to do both simultaneously.

4.x.4
Meeting description
Meeting description includes place information, participant information and language information. This information helps receivers to choose between different captures and may also be rendered by receivers.  

Place information indicates a physical region captured, which is further refined to "room", "table", "individual", "lectern", "audience" and others. Language information is mainly used in case of multi-lingual and/or accessible conferences. Participant information indicates the attributes of people participanting within a multi-media conference. This may include information such as "meeting roles", "meeting specific roles", "conference system control roles", "institution type", "personal information", and others.

In addition, there may be some descriptive information which indicates a relative priority between different captures, or indicates a capture provides embedded textual information, or indicates the capture contains additional complementary information related to another capture, and so on. 

4.x.5
Presentation
Presentation indicates that a capture originates from a presentation device, that is one that provides supplementary information to a conference through slides, video, data and so on. Furthermore, presentations can have unfixed sources, can be varied in placement and can be seen by all participants in the conference.  

4.x.6
Conference control
Conference control is used to for the chairman of a conference or the participants granted appropriate permissions to manage and control participation in a coference, such as forbidding other users joining a conference when the number of participants reaches the certain number, or muting a conference participant/endpoint when the conference site has too much noise.

4.x.7
Information usage
The information detailed above may be used to obtain a better experience during an IM session where interoperability is needed between endpoints of different capabilities, such as between endpoints that have a different number of devices which are similar or different, or different picture aspect ratios, or send and receive different numbers of media streams, and so on. In fact, the minimum requirement is guaranted to voice conference if there are some mismatches between devices.
Accordingly, protocols adopted for IM session supporting telepresence which exchanges above information from participating sites enables interoperability by handling multiple streams in standardized way.
* * * End of Changes * * * *

