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1. Introduction
In January’s CT1 meeting (#82; in San José del Cabo), CT1 found and discussed a UE's inconsistent behaviour between GERAN and E-UTRAN/UTRAN for sending PS MO SMS/user-data when PS back-off timer is running and ISR was activated. At that time, CT1 sent an LS C1-130841 to SA2 to confirm UE’s requirement which triggered a hot discussion in following both SA2 and CT1 meetings but no final agreement on solution.
This discussion paper attempts to provide a detail observation on the possible solutions to the highlighted problem in the concerned scenario, and finally propose a way forward from CT1 point of view.

2. Scenario & Requirement
2.1 Scenario and problem
The typical scenario can be summarised as below:

1) ISR is active and the UE is in E-UTRAN;
2) The UE receives the (PS) mobility management back-off timer (in E-UTRAN) in Service Reject message;
3) The UE performs (idle mode) Inter-System change to GERAN (A/Gb mode) to the same Routing Area (where it is registered due to ISR).

Under the above scenario, the problem is that the UE can initiate MO SMS/user-data over the PS domain (i.e. to the SGSN) in GERAN since the UE does not have to perform dedicated “GMM” signalling in order to transition from STANDBY to READY state. Note that it is not possible to do so in (E)UTRAN as the UE has to first send a SERVICE REQUEST message which is not allowed since the mobility management back-off timer is running. This creates an inconsistency in UE’s behaviour, based on which RAT it resides in, and also undesired signalling to the network which can worsen the congestion in operator’s network.
2.2 Requirement
Even though SA2 does not clearly confirm the UE’s requirement in the above scenario in their reply LS to CT1, (as indicated in the reply LS S2-131283/C1-131808), SA2 agreed a solution (i.e. the UE locally deactivate ISR) based on a principle that the UE shall not initiate MO SMS/user-data over the PS domain in GERAN in the above scenario. During further discussion during the SA2#98 meeting, no SA2 people argued the text “SA2 agreed that the UE shall not initiate MO SMS and/or user data traffic in GERAN when the UE is backed off for packet services in order to get aligned service in all the RATs.” and this was also stated in a draft reply LS which was not finally sent out.
3. Solutions
Two possible solutions were considered.
3.1 Solution I: ISR locally deactivation
Rather than confirming CT1’s action on UE’s behaviour, SA2 directly agreed a solution trying to resolve the highlighted problem. The solution was proposed in S2-131282 (From Rel-10) and agreed in SA2#96 meeting but finally returned back to SA2 at SA plenary#60. The main logic of the solution was: The UE shall locally deactivate ISR after receiving a Mobility Management back-off timer. This solution was based on the fact that if the ISR was locally deactivated, an RAU procedure has to be initiated to update the registration in GERAN network before sending any uplink user data or signalling information when moving from E-UTRAN to GERAN.
During further discussion in CT1#83 Chengdu meeting, many companies were not happy with this solution which proposed the UE to locally deactivate ISR in all possible cases when the back-off mechanism for mobility management is used by the network, so effectively making ISR useless in this case to all RATs and impacting the service request, TAU and RAU procedures. This seems overkill in light of the initial CT1 LS and actual issue. In other words, the ISR mechanism cannot co-exist with back-off mechanism anymore at the UE side.

Furthermore, this does lead to unsynchronized ISR state in the UE and the network sides (i.e. the ISR is still activated at the network). Even though as specified in the current 3GPP TS 23.401 (e.g. sub-clause 4.3.5.6) there are some triggers already for local ISR deactivation in the UE which does also lead to unsynchronized ISR state in the UE and the network sides. However, for most of these triggers (e.g. E-UTRAN selection by a UTRAN-connected UE, E-UTRAN selection from GERAN READY state), the UE can immediately trigger the TAU/RAU procedure to network if required, and hence the ISR state can be synchronized within a very short period. In the back-off cases, the unsynchronized ISR state will keep much longer timer which will waste unnecessary radio resources for MT paging in parallel in operator’s network, see a typical scenario below:

(1) The ISR was activated before network performing congestion control;

(2) The UE camps in E-UTRA and initiates a Service Request but was rejected with a back-off timer value (e.g. with value 30min); Here, the MS reachable timer was started at the SGSN with value 58min (4 minutes greater than T3312 with default value 54min);
(3) The UE starts the back-off timer and locally deactivates ISR (but ISR is still active in the network);

(4) After 20min, the congestion is gone at the network side and an MT user-data is coming. Hence, both the MME and the SGSN will page the UE in parallel!;
(5) Upon receipt of the paging, the UE stops the running back-off timer and responses with a SERVICE REQUEST message to the network (the other side’s paging will be stopped here);
(6) The UE enters idle mode again and start T3412 with default value 54min.

Note that in the step (5), the UE responses with SERVICE REQUEST message as normal (due to the EMM state is EMM-REGISTERED), i.e. no TAU procedure is then triggered and hence the ISR state is still unsynchronized in the UE and the network sides after the step (6). The MS reachable timer at the SGSN keeps running. Then, after the step (6), if the UE keeps camping on LTE, the subsequent MT user-data will trigger both the MME and the SGSN to page the UE via E-UTRAN and GERAN/UTRAN in parallel within about 38min (58-20) period, until expiry of the MS reachable timer at the SGSN. Please bear in mind that here there is no ISR at the UE already, and hence it does make no sense to keep MT paging in parallel at the network which lead to waste the radio resources within very long period. This is unacceptable from system point of view, and therefore the ISR state should be synchronized as soon as possible. In other words, from system perspective CT1 should try to avoid the unsynchronized ISR state in the UE and the network sides as far as possible.
3.2 Solution II: Update EPS/GPRS update status and the EMM/GMM state
As discussed in CT1, another possible solution was considered, i.e. to update UE’s EPS/GPRS update status and EMM/GMM state as already done for the TAU/RAU procedures.

If the scenario happens in the TAU procedure, then the same problem highlighted in the CT1 LS C1-130841 will not happen. As specified in 3GPP TS 24.301 (sub-clause 5.5.3.2.5) for TAU reject with cause value #22 and a back-off timer value:

"The UE shall abort the tracking area updating procedure, reset the tracking area updating attempt counter and set the EPS update status to EU2 NOT UPDATED. If the rejected request was not for initiating a PDN connection for emergency bearer services, the UE shall change to state EMM-REGISTERED.ATTEMPTING-TO-UPDATE.
     …
If A/Gb mode or Iu mode is supported by the UE, the UE shall handle the GMM parameters GMM state, GPRS update status and routing area updating attempt counter as specified in 3GPP TS 24.008 [13] for the case when the normal routing area updating procedure is rejected with the GMM cause with the same value."
Furthermore, as specified in 3GPP TS 24.008 (sub-clause 4.7.5.1.4) for the ROUTING AREA UPDATE REJECT message with cause value #22 and a back-off timer value:
"The MS shall abort the routing area updating procedure, reset the routing area updating attempt counter and set the GPRS update status to GU2 NOT UPDATED. If the rejected request was not for initiating a PDN connection for emergency bearer services, the MS shall change to state GMM-REGISTERED.ATTEMPTING-TO-UPDATE."
One can see that upon receipt of a TRACKING AREA UPDATE REJECT message with cause value #22 and a back-off timer value, a UE supporting A/Gb mode or Iu mode will also set the GPRS update status to GU2 NOT UPDATED and change to state GMM-REGISTERED.ATTEMPTING-TO-UPDATE.
Then, following the below text in 3GPP TS 24.008, the UE will not send any uplink user data after moving from E-UTRAN to GERAN/UTRAN:

"4.2.5.1.4             Substate, ATTEMPTING-TO-UPDATE
The MS:

-     should not send any user data;"
Hence, if we change the UE’s behaviour upon receipt of a SERVICE REJECT message with cause value #22 to the same as for the TAU reject case, the UE will behave as above and will not send any uplink user data in GERAN. In addition, by doing this change, the UE’s handling for back-off mechanism is actually aligned in E(G)MM-REGISTERED state which simplifies the UE’s implementation in all RATs.
Furthermore, following this change, if the congestion is gone at the network side and an MT user-data is coming, upon receipt of an MT paging the UE will initiate the TAU/RAU procedure as a response, instead of the service request procedure, to synchronize the UE context between the MME and the SGSN (if required) and also the ISR state between the UE and the network sides. Quoted from 3GPPTS 24.301, sub-clause 5.2.3.2.2:
"5.2.3.2.2
ATTEMPTING-TO-UPDATE
The UE:

…
-
shall initiate tracking area updating in response to paging, if timer T3346 is running."
And quote of 3GPP TS 24.301, sub-clause 5.5.3.2.2:
"5.5.3.2.2
Normal and periodic tracking area updating procedure initiation

The UE in state EMM-REGISTERED shall initiate the tracking area updating procedure by sending a TRACKING AREA UPDATE REQUEST message to the MME,
…
r)
upon reception of a paging indication using S-TMSI, if the timer T3346 is running and the UE is in state EMM-REGISTERED.ATTEMPTING-TO-UPDATE; or
…
For case r, the "active" flag in the EPS update type IE shall be set to 1."
Note that the above change does not significantly impact the existing UE’s principle for handling EPS/GPRS update status and the EMM/GMM state in the service request procedure. It was already there that the UE needs change the EPS/GPRS update status and the EMM/GMM state upon receipt of a SERVICE REJECT message, e.g. with cause value #11/#12 (set the EPS update status to EU3 ROAMING NOT ALLOWED and enter the state EMM-DEREGISTERED.LIMITED-SERVICE).
3.3 Solution Evaluation
Based on the above analysis, we can compare the above two analyzed solutions as described in the below table:

	Solutions
	Pros.
	Cons.

	
	
	UE impacted
	Network impacted
	System impact

	Solution I
	None
	Yes, the UE will locally deactivate the ISR upon receipt of a reject message with a back-off timer value which lead to the ISR mechanism cannot co-exist with back-off mechanism at the UE side.
	No
	Yes, unsynchronized ISR state in the UE and the network sides, which waste radio resources for MT paging in parallel within very long period after the congestion having gone at the network.

	Solution II
	To align the UE’s handling for back-off mechanism in E(G)MM-REGISTERED state.
	Yes, the UE will change the EPS/GPRS update status and the EMM/GMM state upon receipt of a SERVICE REJECT message with a back-off timer value.
	No
	No


One can see from the above table that the Solution II is better than the Solution I to solve the concerned problem.
4. Proposal

It is proposed that CT1 discusses the possible solutions for the problem highlighted in the CT1 LS C1-130841. Based on the analysis and evaluation given in the section 3 of this paper, it is further proposed that CT1 adopts the solution II, i.e. to update UE’s EPS/GPRS update status and the EMM/GMM state, to solve the concerned problem.

The preferred solution II is described in the CRs C1-133053(24.301)/C1-133056(24.008) (Rel-10), C1-133054(24.301)/ C1-133057(24.008) (Rel-11), and C1-133055(24.301)/C1-133058(24.008) (Rel-12).
