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1. Introduction

CT1 has discussed for several meetings about solving a potential delay for the tracking area updating and service request procedures upon receipt of reject message with certain cause values. Though a CR was agreed at the last meeting (CR in C1-125032 [1]) several companies raised the concern that the CR does not provide a complete solution, and therefore further work and necessary improvements are needed in future meetings. These concerns were also discussed during the last CT plenary meeting and CT concluded that they understand the problem and allows CT1 to correct the things which can be seen necessary.
This paper presents a description of the situation and identifies the problems of the agreed CR, and also describes possible solutions to the problems. Finally, a proposal is outlined.
2. Discussion

2.1 History and current situation
CT1 started to discuss already at the beginning of 2012 (#78 meeting; in Taipei) on the potential TAU delay caused by the timing of the AS-NAS interaction during cell reselection from 2G/3G to LTE (E-UTRAN) (see DISC in C1-121898 [2]). Such delay is described to be caused by:

- the receipt of a TRACKING AREA REJECT message with cause #40 ”No EPS Bearer context activated”; and
- then further lower layer failure has to take place during the triggered re-attach procedure in which a delay timer T3411 is started with default value 10 seconds. 
The discussion paper further admits that the occurrence of the delay is actually low but anyhow from the originator’s (Nokia) point of view if the scenario takes place such delay is not acceptable. Several companies in CT1 commented that from Rel-10 onwards, such delay does not exist due the fact a UE without PDP contexts in 2G/3G will directly initiate an attach procedure when moving to E-UTRAN (see C1-110718 [3]). One can indicate that the delay can also happen in pre-Rel-10, but then we have to keep in mind that such delay cannot be avoided whenever the timer T3411 is started due to lower layer failure. This was also commented by some companies in CT1. The conclusion is that the scenario is actually an abnormal case with quite low frequency which can only occur in Rel-8 and Rel-9. Also, it is important to consider that terminals compliant to the Rel-8 and Rel-9 versions are already in the field.
During CT1#79 (In Kyoto), CT1 revisited the issue because of a new discussion paper from the same company (see C1-122987 [4]). Now, the discussion changed a bit the focus by providing different scenarios which are related  to an issue which was long discussed by CT1 back in 2011 (#71 and #72; see C1-111637 [5], C1-111700 [6], C1-112429 [7], C1-112430 [8], and C1-112637 [9]) on whether to re-use the existing NAS signalling (RRC) connection or setup a new NAS signalling (RRC) connection for reattaching upon receipt of a reject cause with particular value (i.e., #9, #10, or #40). CT1 sent a reply LS to RAN5 which states not to make changes to the frozen releases at that time, quote “CT1 will keep these two options in their specification for Rel-8, Rel-9 and Rel-10, and may work on this topic for Rel-11” (see C1-111964 [10]). In addition, the CT1 agreement for Rel-11 was further elaborated in the meeting report, quote of the CT1#72 meeting report [11]:
Nokia acknowledged that there is some room for optimization however this is for Rel-11 so there are still some time before deployment. Both options could be allowed, no need to specify anything. Huawei and Nokia Siemens Networks agreed.

NTT DOCOMO asked if both alternatives are allowed, does it have an impact on CT1 specifications? 

It was replied that no CR would be needed/

it was agreed to allow both alternatives, it is still under discussion whether due to this decision, further documentation in CT1 is needed.

The paper discussed at CT1#79 states that the main identified problem is solved from Rel-10, quote of C1-122987 [4] “As CR C1-110718 removes the signalling leading to UseCase1, as a by-product also UseCase1 disappears. However, C1-110718 correction is for Rel-10 and Rel-11 and other identified Use Cases are not fixed by it“. Two solutions were proposed which were further extended to three at CT1#80 (In Prague, see C1-123712 [12]). A show of hands took place at this CT1#80 meeting were one of the solutions was withdrawn and two remained which were:
· Solution 1: The  ATTACH REQUEST message is always sent to a new RRC Connection.
· Solution 2: The  ATTACH REQUEST message is sent to a new RRC Connection after RRC Connection Release. If RRC Connection Release is not received, the existing RRC Connection will be used instead.
The CT1 meeting agreed that the problem can take place and a solution could be part of the Rel-11 version of the 3GPP specifications.

Finally, at the last CT1 meeting (#81; New Orleans), a new discussion paper and two CRs for Rel-11 were tabled (DISC in C1-124473 [13], and CRs in C1-124946 [14] and C1-124947 [15]). This time two solutions were proposed with one of them being solution 1 above in C1-124947 [16] (as discussed at CT1#80) and a new solution in C1-124946 [14]. Initially, a number of companies complained that the new solution was complicated for the UE and even cannot solve the problem completely and still prefer solution 1. However, some other companies indicated that they want only to proceed with the new solution. After long discussions, the new solution was revised and agreed (see C1-125032 [1]), but several companies raised the concern that the CR does not provide a complete solution, and therefore further work and necessary improvements are needed in future meetings. These concerns were also discussed during the last CT plenary meeting. Quote of the CT plenary meeting #58 report [16]:
CT Plenary understands the problem and allows CT1 to correct the things which are already implemented. Anyway it was noticed that any new CR in CT1 will be agreed on its own merits.

The agreed solution is not complete and several problems have been identified during CT1#81 and also later by several companies, as follows:
· A new mandatory timer is introduced which value is up to implementation (implementation-specific timer).
· The agreed solution does not consider all sort of devices, i.e., the ‘low-priority’ configured UE accessing the network with default priority (Behaving as ‘normal’ UE). Note that the EXTENDED SERVICE REQUEST message is also used for cases which are non CS fallback (‘low priority’ UE).
· The UE runs the new implementation-specific timer instead of running T3440. Up to now in NAS implementation specific timers are specified like “may”. The scenario accepted by CT1 which can lead to excessive delay problem is not considered frequent (Abnormal case), and therefore the new timer should be optional.
· To establish a new connection (Solution 1) can be another implementation option for the UE which is much simple from implementation point of view and might already be in the field.
· The UE can decide to run always the existing timer T3440 and later decide what to do depending of whether the RRC connection has been relased.
· What is actually missing is the network’s intention, e.g., whether it will maintain the existing connection or how long it intends to maintain the existing connection. One possible way is for the network to tell the UE of its intention. T3440 can always be run. If the network informs the UE of its exact intentions, then the UE can makes its own decision and stop T3440, and decide whether to use the existing connection or establish a new connection.
As one can see the comments and concerns raised by different companies are similar in a number of aspects. Several companies have expressed that they do not want to be mandated to implement the solution for a number of reasons. For instance, the solution is not complete, it may end up in complicated design in the UE, interferes with the existing solution for T3440, and other much simpler solutions can be provided by UE implementations.
One can think of just attempting to fix the agreed solution and hopefully cover up for all concerns, for example, to clarify the value of the implementation-specific timer. Note that the solution is based upon a “warm feeling” and condition that the UE has to wait some time for the network to release the NAS signalling connection in order to decide of whether the UE should use the existing NAS signalling connection or establish a new one. Based on observation of the field of the top network vendors, it is believed by the originator of the solution that all current networks release the NAS signalling connection upon providing a reject message with #9, #10 and #40, and this takes at maximum 500ms. Hence, it has been proposed that the implementation-specific timer would therefore have to be in a range and tweaked accordingly (round 1s should be sufficient). 

Though that observation of the current field based on top network vendors could well be true, there is an important aspect to consider: It cannot be guaranteed that all implemented network products release the NAS signalling connection and will continue releasing it in around 500ms upon sending the reject messages. Furthermore, it cannot be at all ensured that this will continue being true always in the future. New updates of core-network nodes can be deployed and implementations changed at any time in the future. The main point of having solutions in the standard is to have well-defined procedures. This is not something we can say about the agreed solution as seen by the concerns raised by several companies. It is important to note that certainly, several companies have expressed that they do not wish to have (be forced) to implement yet another timer to check for the release of the NAS signalling connection.
2.2 Possible solutions

One can think of several ways of attempting to solve the issues raised by the companies with the solution introduced in the specification but we have to analyze whether they work always and the possible drawbacks.

1.
Network mandates the UE what to do
The information in the reject message indicates the UE of whether it has to reuse the existing NAS signalling connection or if it has to wait for the network to release the existing NAS signalling connection (A proposal on these lines was seen in CT1#72; C1-112637 [9]). The UE just follows what the network indicates. If the network indicates that the connection is to be released, T3440 starts and the UE waits for expiry or indication from lower layers of release (As standardized).

For the case when the new information (e.g., bit flag or new IE) is not present in the reject message, the UE shall apply implementation dependent behaviour during tracking area updating and service request procedures  since pre-Rel-11 network behaviour is not deterministic.

->This solution is based on network control rather than UE control. Impacts the UE and the MME. For the case of legacy releases (pre-Rel-11 network) the UE has to apply an implementation-specific behaviour. Since CT1 decided that before Rel-11 the UE is allowed to use the existing connection or establish a new one. No particular solution for the UE specific behaviour has to be standardized in Rel-11. For example, one implementation could use the agreed solution at CT1#81 or another one.
2.
Network indicates its ‘intention’ about the connection
In a similar way as per existing GPRS (see 3GPP TS 24.008 [18]) the network provides indication to the UE of what is going to do with the connection after accepting an attach or routing area updating procedure, in EPS the network can provide in the reject message an indication of which guides the UE on what to do next. That’s to say, whether the UE should use the existing NAS signalling connection or not. 
One possible way can be that the information in the reject message is a timer value which indicates the UE what to do:

· Timer value “0” means release now, so use a new NAS signalling connection (UE knows that the network will release the connection immediately -> no use of sticking on using it)

· Timer value between a specific range (e.g., >0 and 10 seconds). This is just an indication to the UE of the time it will take the network to release the connection, thus gives the UE the opportunity to decide if it should use the existing NAS signalling connection or not. If the UE decides not to use the existing NAS signalling connection, then the UE waits for the release indication from lower layers or the time indicated by the value provided. UE decision could be:

· E.g. if the timer is set to 0.3 seconds, the UE may decide to use a new NAS signalling connection (because the network will release soon).

· E.g. if the timer is set to 4 seconds, the UE may decide to use the existing NAS signalling connection.
· No Timer included means run T3440 as normal and wait for expiry or indication from lower layers of release (UE does not know when the network will release the connection)

->The network guides the UE on what to do. Impacts both the UE and the MME. The time is provided to give the UE the knowledge of when the network intends to release, so the UE can make its own decision. The UE does not need to implement a new timer and logic since the current T3440 is reused. The good thing about this solution is that it gives the UE the power to decide (Note that when Timer is not “0”, the UE can decide whether it should use the existing NAS signalling connection or use a new NAS signalling connection).
3.
To established a new connection upon receipt of the reject message 
This is based on the already proposed solution 1 (see C1-123712 [12], C1-124473 [13], C1-124947 [15]). This behaviour aligns with stage 2 (see 3GPP TS 23.401 [18]; sub-clause 5.3.3.2) which states that the MME releases the connection by sending the UE Context Release message to the eNodeB, and this will trigger the eNodeB to send the RRC Connection Release message to the UE (tracking area procedure with active flag not set). Hence, a network not following this will be considered not compliant to stage 2.
The behaviour is actually also aligned with current stage 3 for the case of network-initiated detach procedure with “re-attach required” where the UE shall establish a new NAS signalling connection (release locally) as stated in 3GPP TS 24.301 [19]; sub-clause 5.5.2.3.2. In addition, this behaviour seems to be implemented by several UE vendors in the field for upon receipt of the reject message (#9, #10, #40). 
Quote of 3GPP TS 24.301 [19]; sub-clause 5.5.2.3.2:

When receiving the DETACH REQUEST message and the detach type indicates "re-attach required", the UE shall deactivate the EPS bearer context(s) including the default EPS bearer context locally without peer-to-peer signalling between the UE and the MME. The UE shall stop the timer T3346, if it is running. The UE shall also stop timer(s) T3396, if it is running. The UE shall send a DETACH ACCEPT message to the network and enter the state EMM-DEREGISTERED. Furthermore, the UE shall, after the completion of the detach procedure, and the release of the existing NAS signalling connection, initiate an attach or combined attach procedure. The UE should also re-establish any previously established PDN connection(s).

Hence, the UE should be allowed to apply a very simple logic of always requesting to establish a new NAS signalling connection.

Though it is observed that most of the networks (almost) immediately perform the release of the connection after rejecting the procedure (1-2 ms), the UE should ensure that the request to establish a new NAS signalling connection does not happen before the network releases the connection to avoid dealing with lower layer failure (The ATTACH REQUEST message is sent first and the RRC CONNECTION RELEASE message related to the reject message later). This is achieved by the UE running the (existing) timer T3440 and later the UE decides what to do depending of whether the RRC connection has been relased.
->The UE does not need to implement a new timer and associated logic since the current T3440 is reused. Simple design. This design seems to be in the field for Rel-8 and Rel-9 compliant terminals.
4.
To have a timer in the eNodeB 
The eNodeB may have released the S1-AP connection, but not yet released the RRC connection when the UE Context Release message is received from the MME, and therefore one can think of having a timer at the eNodeB to control the release of the RRC connection (and the sending of the RRC Connection Release message). When the UE sends an ATTACH REQUEST message over the still existing RRC connection, the eNodeB re-establishes an S1-AP connection (no release of the existing RRC connection will have occurred) if the eNodeB has just released an S1-AP connection and has no UE context. This avoids the lower layer failure (The ATTACH REQUEST  is sent first and RRC Connection Release arrives at the UE after that).

->This proposal does in principle not modify the UE or the MME but the eNodeB. It requires the involvement of RAN, and may require additional changes, for example, though the eNodeB can identify the reason of the release by analyzing the cause value of the UE Context Release message, the information may just indicate a NAS cause which value provided could not be sufficient to relate the message to the sending of a reject message with particular cause values #9, #10 or #40 (see 3GPP TS 36.413 [20]; sub-clause 9.2.3.1 states that the current NAS values are Normal Release, Authentication Failure, Detach, Unspecified, and CSG Subscription Expiry). 
5.
To create a new configuration to indicate to the UE the network (operator) preference
The UE could be configured with a new flag which indicates whether a new NAS signalling connection needs to be established or not upon receipt of the reject message with particular cause values. This can be OMA DM MO and/or USIM configured by the operator. For example, one way can be to create a new (optional) leaf in the NAS configuration MO with a boolean value called NASSignallingConnectionRelease which if set to “1” means that the UE needs to establish a new NAS signalling connection and start T3440 while “0” reuse the existing connection. The absence of the leaf means that the UE does as today’s implementation. This can be escalated with a further interior node to contain the list of PLMNes where this behaviour applies, if necessary.
->Operator controlled, so the behaviour can be customized with a high level of granularity. Impacts the UE (NAS, MO and/or USIM) and the network (OMA DM server and/or USIM application). Complex.

3. Conclusion

The solution agreed at the last meeting is not complete and several issues and concerns have been identified and raised by a number of companies. 
Several companies at the CT plenary (#58) indicated that more work is required that could even involve totally reworking the solution agreed in CT1#81. 

The CT plenary concluded that CT1 is allowed to correct the things though Rel-11 is frozen. Hence, the current incomplete agreed solution on mandating an implementation-specific timer should be reconsidered by CT1 and when doing so we should think of whether better solutions are possible.
The logic of the agreed solution (and the need of the implementation-specific timer) is based on partial observation of the behaviour in the field and attempt to match it but this is not the way standards should be defined. Note that it cannot be guaranteed that all implemented network products release the NAS signalling connection and will continue releasing it in around 500ms upon sending the reject messages. Furthermore, it cannot be ensured that this will continue being true always in the future. Standardized solutions should be future proof.

Several companies are not willing to be forced to implement yet another timer (which is implementation specific) to check for the release of the NAS signalling connection.
CT1 can attempt to amend the agreed solution and cover up for all concerns but the main point of having solutions in the standard is to have well-defined procedures. This is not something we can say about the agreed solution as seen by the concerns raised by several companies. There seems to be a need for a more rounded solution.
A number of possible solutions are outlined but some of them add additional complexity to the UE and/or the network. We believe that a robust solution should have a deterministic UE and network behaviour. We would like to propose for the UE to establish an NAS signalling connection upon receipt of reject message as per the existing network-detach procedure with “re-attach required” (Solution 3 in this paper).
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