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Introduction

Overload control has been developed in the SOC working group, and has (and is) producing the following documents.

RFC 5390 (December 2008): "Requirements for Management of Overload in the Session Initiation Protocol".

Overload occurs in Session Initiation Protocol (SIP) networks when proxies and user agents have insufficient resources to complete the processing of a request.  SIP provides limited support for overload handling through its 503 response code, which tells an upstream element that it is overloaded.  However, numerous problems have been identified with this mechanism.  This document summarizes the problems with the existing 503 mechanism, and provides some requirements for a solution.

RFC 6357 (August 2011): "Design Considerations for Session Initiation Protocol (SIP) Overload Control".
Overload occurs in Session Initiation Protocol (SIP) networks when SIP servers have insufficient resources to handle all SIP messages they receive.  Even though the SIP protocol provides a limited overload control mechanism through its 503 (Service Unavailable) response code, SIP servers are still vulnerable to overload.  This document discusses models and design considerations for a SIP overload control mechanism.

draft-ietf-soc-overload-control-09 (July 2012): "Session Initiation Protocol (SIP) Overload Control".

Overload occurs in Session Initiation Protocol (SIP) networks when SIP servers have insufficient resources to handle all SIP messages they receive.  Even though the SIP protocol provides a limited overload control mechanism through its 503 (Service Unavailable) response code, SIP servers are still vulnerable to overload.  This document defines the behaviour of SIP servers involved in overload control, and in addition, it specifies a loss-based overload scheme for SIP.

draft-ietf-soc-overload-rate-control-02.txt (June 2012): " Session Initiation Protocol (SIP) Rate Control".

The prevalent use of Session Initiation Protocol (SIP) [RFC3261] in Next Generation Networks necessitates that SIP networks provide adequate control mechanisms to maintain transaction throughput by preventing congestion collapse during traffic overloads. Already [draft-ietf-soc-overload-control-08] proposes a loss-based solution to remedy known vulnerabilities of the [RFC3261] SIP 503 (service unavailable) overload control mechanism. This document proposes a rate-based control solution to complement the loss-based control defined in [draft-ietf-soc-overload-control-08].

draft-ietf-soc-load-control-event-package-04 (July 2012): "A Session Initiation Protocol (SIP) Load Control Event Package".

We define a load control event package for the Session Initiation Protocol (SIP).  It allows SIP servers to distribute load filters to other SIP servers in the network.  The load filters contain rules to throttle calls based on their source or destination domain, telephone number prefix or for a specific user.  The mechanism helps to prevent signaling overload and complements feedback-based SIP overload control efforts.

Essentially the documents define two separate protocol mechanisms; other protocol mechanisms could conceivably be added in the future.

Proposal for support

Usage of overload control is independent of the nature of any SIP using entity, i.e. there are no specific requirements for any particular IMS functional entity implementing SIP. The capability however is not extended to the UE.
There are no specific reasons why one protocol mechanism should be specified over another. It is regarded as a deployment issue as to which mechanisms are supported, and which algorithms are supported within those mechanisms, beyond those that the mechanisms themselves identify as mandatory. An operator will need to take a network wide view to planning their overload control strategy, it cannot be performed on ad-hoc basis as nodes are deployed.
Operation between two network operators is supported. If two network operators wish to implement overload control, it is a matter for bilateral agreement as to what is supported.

It is also regarded as possible to deploy between a public network and an enterprise network in business trunking scenarios.

Summary of required documentation

It is believe that the normative work can essentially be performed using the annex A profile in 3GPP TS 24.229.

A new major capability should be defined which covers "SIP overload control" as a generic concept, and applicable to both UA (table A.4) and proxy (table A.162). This should reference RFC 5390. It is applicable to all entities and optional, with the exception of the UE.
There is one exception to the UE in that an enterprise network acting as a UE can also be supported.
A number of subcapabilities within this major capability should be defined. This would contain two capabilities which relate to feedback control [RFC 6357 and draft-ietf-soc-overload-control] and the distribution of load filters [draft-ietf-soc-load-control-event-package].

In table A.4A (support of event packages), a new row needs to be added to cover the support of the "load-control" event package, which is supported if and only if the distribution of load filters is supported.

Additionally, some of the comments made in "proposal for support" above, could well be reflected in descriptive material in clause 4 of 3GPP TS 24.229.



