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Introduction

This paper discusses NAS message container in relation to 2 issues; carrying multiple LPP PDUs in the NAS Generic message container and how NAS should not be involved in routing the LPP PDUs. 

Discussion

1- NAS as transparent transport protocol for LPP

LPP PDUs should be transparent to NAS and should be routed by NAS to the same endpoint (LPP function/layer) in the MME and the UE.
This endpoint should take the responsibility of distributing the LPP PDU to the right destination. The endpoints should provide the correlation -id/session-id and the routing-id if required.

· NAS shall be responsible to carry the LPP PDU over between the endpoints in the UE and the MME without any involvement.
2- Number of LPP PDUs carried in the Generic transport of NAS message 
RAN2 has sent a liaison statement "LS on Transport of multiple LPP messages with MO-LR trigger (R2-100806)":
The maximum number of LPP messages that could be usefully piggybacked is three (e.g., the UE could provide its capabilities, a previously computed position, and a request for assistance data).  The capacity to carry more messages than this would have potential value as future-proofing in case additional message types are defined in future releases of LPP.

Clarifications are required on (consideration to LPP is taken here, however it may be valid for all future applications which will use this container):
· How does NAS know that there are more LPP PDUs to arrive?

· Does NAS need to maintain a timer to wait for additional PDUs to arrive before sending the Generic transport of NAS message?
· Time critical LPP messages (corresponding to LPP PDUs) may not allow NAS to delay the PDU to wait for other messages.

· How does NAS know the size of the next LPP PDU and if will be possible to include it in the same Generic transport of NAS message. (Where the maximum size of the NAS Generic message container contents is of value of 65535 octets).
· Which entity is responsible for the concatenation and distribution in the UL (in the MME towards E-SMLC), is it NAS or the endpoint in the MME? UE may also need a similar function.

· CT1 needs to have a clear understanding of the requirements for piggybacking LPP PDUs and the impact it pose on NAS protocol. 
· The endpoint should be responsible to concatenate multiple PDUs to be carries in a single NAS container taking into consideration the maximum allowed size of 65535 octets. 

Conclusion

1- NAS as transparent transport protocol for LPP

· NAS shall be responsible to carry over the LPP PDU between the endpoints (LPP application) in the UE and the MME without any involvement. Routing of LPP PDUs should be made in the LPP layer. If agreed, a liaison statement is to be provided to CT4 and RAN2 to inform them about CT1's conclusion.
· A CR is provided in C1-100721 to reflect this conclusion.

2- Number of LPP PDUs carried in the Generic transport of NAS message 

· CT1 needs to have a clear understanding of the requirements of piggybacking of LPP PDUs and the impact it pose on NAS protocol. It is preferred that concatenation of multiple NAS PDUs is performed before handing the LPP PDU(s) to NAS. If agreed, a liaison statement to RAN2 and CT4 is required to ask them for clarifications.

· A CR is provided in C1-100565 to add Editor's note with the open issue in this paper.

