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1
Introduction

In CT1#54, CT1 received an LS from RAN2 about need for NAS recovery. CT1 did not express much interest in the issue as we only saw a gain of 2-3 seconds (due to paging delay). Hence RAN2 ignored the LS. SA2 re-discussed the issue and realized that RLF or handover failure will result in a much longer delay due to the delay in release of S1 signalling connection. Due to this, MME does not know the location of the UE until this signalling connection is released by the eNB. eNB will also have a T311-equivalent timer that runs the same or longer than T311. T311-equivalent timer is started by the source eNB and this can last up to 10 seconds. Till then, the MME assumes that the UE is in connected mode and eNB buffers packets. After the expiry of T311-equivelant timer, eNB signals to MME about expiry of eNB and MME changes UE to idle state after release of S1 signalling connection. If there is downlink data, MME pages UE and bearers are re-established. As we can imagine, a user watching video can be affected by as much as 13 seconds of delay (T311 + paging). In the initial LTE deployment, LTE coverage will be minimal and such handover failures may be common. To prevent users from experiencing this large delay, it is important for CT1 to reconsider service recovery by NAS.

This document analyses the different approaches that NAS may undertake and finally concludes on the benefit and impacts if Service recovery by NAS is implemented. Before that, let us go through the reasons why NAS recovery may have some road-blocks
2 Road-blocks for NAS service recovery
2.1 Argument 1 – NAS action on rlf may cause NAS signalling spike
NAS signalling spike is an issue seen previously when a train-full of UEs send location update messages as the train comes out of a tunnel. CT1 had identified that this is an issue with performing NAS Service recovery. But what was missed in our analysis previously was that NAS Service recovery is only performed by UEs in connected mode. And normally a majority of UEs are in idle mode, and such UEs will not perform NAS recovery. SA2 in their LS point that UEs in LTE that don’t change cell are predominantly in active mode. But even this doesn’t apply as UEs in a train are constantly changing cells and the UEs that are not transferring data are on idle mode. We only need to worry about UEs in connected mode.

            Secondly, NAS signalling spikes for idle mode UEs are already being handled in RAN2 procedures by access class barring mechanisms. NAS signalling spike is not a new problem introduced by service recovery. It has existed since 3G days and current networks are configured to handle such spikes, e.g. base stations at each exit of tunnel perform access class barring.

2.2 Argument 2: NAS action is natural in case uplink data, especially in GBR applications. There is almost always some uplink data. Further, if NAS acts in case of no uplink data, resources may be wasted
This is true to some extent, but uplink data is not a certainty. UDP based applications typically don’t have periodic uplink and videos predominantly use udp. SIP signalling require fastest response time to be maintained for better user experience. Moreover, there may other applications such as teleconference may have minimal and irregular uplink data.
The argument for uplink data always present cannot be certain in every single case. And slower than expected response for a users used to CS speeds and "upgrade" to LTE is a serious impact to the system, whether the delay is 4 seconds or 10 seconds.

Apart from the signalling spike which can be handled by current AS mechanisms, there is no reason as to why we need to wait for uplink data to restore NAS signalling connection. There could be downlink signalling and the UE cannot be reached unless the old S1 signalling is released. So users may not receive incoming calls during this period. Furthermore, the argument about waste of resources does not stand when we use TAU without active flag and MME sets up bearers in the downlink. So the only impact is the introduction of TAU without active flag and the considerable gain of superior user experience.
2.3 Argument 3: Configurability of T311 timer
It has been argued and suggested that T311 can be configured and AS can solve the problem. Well, the network equivalent of T311 is not standardized and is implementation specific. Furthermore, in countries like Japan where there are large number of tunnels and elevators, the minimum limit is around 5-6 seconds in order to allow the UE to try hard for AS recovery. The network timer is usually a bit more than this. This leads to at least 8-9 seconds of delay minimum. Therefore relying on configuration of T311 timer is not a feasible solution.
3 Overview of issues in Service Recovery
3.1 Root cause

The root cause of the issue in service recovery is the inability of RRC to re-establish its connection after RLF/handover failure in E-UTRAN. 
3.2 Effect on Network

· First, an unprepared eNB rejects any re-establishment attempts by RRC. 
· Second, the source eNB keeps the T311-equivalent timer running, and while T311-equivalent timer is running MME maintains UE state as Connected.
· Third, as MME maintains UE state as connected, packets are sent to source eNB which buffers the packets and these packets are lost.

· Fourth, after T311-equivalent timer expiry, the eNB triggers the MME after which MME releases S1 connection and changes UE state to idle. And this may take up to 10 seconds (max value of T311 is 10 seconds)
3.3 Effect on UE

· UE attempts to find a E-UTRAN cell. If UE's re-establishment attempt in E-UTRAN is rejected by an eNB, the RRC moves to idle

· However, if UE cannot find a E-UTRAN cell, it tries to find a GERAN/UTRAN cell and moves to idle mode

· In either case, the UE NAS will do nothing unless there is uplink data to send.

· This results in the application stopping and users may attempt to close the application.

4 Scenario space for Service recovery
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Figure 1: Scenario space resulting from RLF/handover failure
Figure 1 summarizes the possible scenarios for NAS service recovery. First of all, there are three ways the UE-RRC can go once there is RLF. It may find an E-UTRAN cell or it may find a GERAN/UTRAN cell or it may not find any cell. If the UE finds an E-UTRAN cell, the particular eNB can either be prepared or unprepared. If the enB is prepared, there is no issue as AS will perform the re-establishment. If the eNB is unprepared, NAS may need to do something to prevent the delay. SA2 has suggested that in this case UE shall send a service request when there is uplink data pending or send a TAU without an active flag in case of no uplink data pending.

If the UE is unable to find an E-UTRAN cell and finds a GERAN/UTRAN cell, there are again two cases based on whether or not UE needs to perform RAU. The inter-RAT case has not been discussed so far in CT1 and SA2 but may be the most important case given the initial deployment of LTE.

If the UE is unable to find any cell, there is no point doing anything. This case is a clear corner case and little can be done without anybody to signal to. We will ignore this case in this paper.

5 Service recovery in case of E-UTRAN
5.1 Service recovery without any new NAS intervention

Before considering new NAS recovery solutions, let us go through what happens without any new mechanisms. 
First of all, if there is data pending, UE NAS will send service request and this should take care of service recovery. The issue of service recovery is when there is no uplink data to send (e.g. one-way delivery of video data). 

After RLF, from NAS point of view, either normal TAU is required or not required based on whether current TAI is in TAI list. But this TAU is sent without active flag. This will result in an immediate release of the old S1 signalling connection. If there is data to be sent in the downlink, the MME will have to page the UE-NAS and UE-NAS responds with a service request after which service is re-established. So the delay in case of the MME change is the sending of TAU without active flag, the paging of the UE, and the sending of the service request. However, if there is data pending while the UE is still in connected mode, the MME could initiate bearer establishment. We would like to confirm this in the LS to SA2 and if confirmed, this might be the simplest way to perform NAS Service recovery.
If there is no TAU required, there is no action from NAS unless there is no data to send. So, in this case, the UE stays in idle mode while the MME thinks it is in connected mode. This is the more serious case as there will be both packet loss and delay in re-starting the service until MME realizes UE is in idle mode and pages the UE in case of downlink data.

5.2 Service recovery with NAS intervention


In this case, we assume that AS (eRRC) informs NAS (eMM) about RLF and need for service recovery. We consider three different approaches that NAS could act on:
Option 1: SA2 solution -> Service request on uplink data pending, or TAU without active flag if no data pending

Service request on uplink data pending is obvious. In the second case, sending TAU without active flag may have delay unless ME can perform bearer establishment if downlink data is pending. 
Option 2: Sending Service request in both cases (uplink data pending or no uplink data pending)
Although this would work quickly to re-establish the bearers, this method would not work when the MME has changed. However, this is a good solution when MME has not changed.

Option 3: Sending TAU with active flag

As discussed before, TAU with active flag would work well in cases where MME has changed as we achieve two things with this message: the old S1 signalling connection is released and the bearers are immediately established. However, this would result in establishing bearers if there were no downlink packets and may lead to possible waste of resources.
Option 4: Combination of above options
If (data_is_pending)


If (normal_TAU required)



NAS send TAU with active flag


else



Send Service request

else


Send TAU without active flag

This method ensures that bearer establishment messages (TAU with active flag or service request) are used only in case of uplink data pending. But when there is no data pending, a simple TAU without flag is sent. In this case, if MME realizes there is downlink data pending, bearers could still be established.

This is our preferred option
6 Service recovery in case of RAT change
6.1 Service recovery without any new NAS intervention in RAT change case
NAS based service recovery should be automatically indicated when UE changes RAT to GERAN/UTRAN. But with ISR, this is not clear. So we assume two basic cases: when normal RAU is required and when normal RAU is not required. The problem will appear when normal RAU is not required as SGSN will have to wait for paging from S-GW which will only happen after release of S1 signalling connection. In this case again the user will wait for several seconds before which the service can be restored.
6.2 Service recovery with new NAS intervention in RAT change case
Let us consider the options for NAS to recover service in the RAT change case
Option 1: RAU without active flag
This option can be used when RAU is needed. But no bearers will be established and there will be delay caused by paging and service request reply.
Option 2: RAU with active flag

This option can be used when RAU is needed. Advantage here is that bearers will be immediately established without need for paging. But currently RAU does not support active flag and this new IE will have to be introduced somehow.
Option 3: Combination of above options
If (data_is_pending)


If (normal_RAU required)



NAS send RAU with follow-on request


else



Send Service request

else


Send RAU without follow-on request

Service request can be used if UE does not need to send RAU (i.e when UE revisiting an area where registration has already been performed, timer has not expired and bearer context has not changed while in E-UTRAN). In other cases RAU with follow-on request may be used.
This is our preferred option.
7 Benefit Analysis
In order to judge the benefit of NAS service recovery, the following table summarizes the delay difference between no NAS Service recovery and NAS Service recovery.

# T311 timer ranges from up to 10 seconds. But the network equivalent of this is the same or longer than this and is implementation specific. Based on our implementation opinion, this timer needs to last for minimum 5-6 seconds in order to allow UE recovery, especially in Japan where tunnels and elevators are very common. We have calculated the difference in delay based on this value.

# Furthermore, we only consider the case of no uplink data as this is where the contention is.
Figure 2: Table summarizing benefits of Service recovery by NAS
8 Conclusion and Proposal
Overall, this is the solution for NAS recovery. New requirements are marked in blue. We propose the following in order to perform NAS service recovery (Impacts on existing messages are in italics and blue in colour):
· NAS service recovery for E-UTRAN

· Uplink Data pending

· Normal TAU required: TAU with active flag
· No Normal TAU required: Service request

· No Uplink Data pending

· TAU without active flag. If downlink data is pending while UE is in connected mode, MME shall establish bearers.
· NAS recovery for IRAT case

· Uplink Data pending

· Normal RAU required: RAU with follow-on request
· No Normal TAU required: Service request

· No Uplink Data pending

· RAU without active flag. If downlink data is pending while UE is in connected mode, SGSN shall establish bearers.
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Figure 3: Proposal for scenario space
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