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1. Introduction

In current TS 24.303, it is mentioned in section 4.3 that a UE is able to connect to multiple PDNs using multiple DSMIPv6 sessions (one per each PDN).  Likewise, based on TS 23.402 (section 4.12), it is possible for UE to be associated to multiple PDN-GWs (one per each PDN).  In host moblity management (DSMIP), each PDN-GW would function as a HA for the UE.  Hence, it is likely that the UE obtains a home address from each PDN-GW it is associated to.  With this, the UE might be able to create a routing loop amongst HAs by binding home addresses to each other.  One such possible scenario for the UE to be associated to multiple PDN-GWs is when the UE is located in a VPLMN and has an association to its HPLMN PDN-GW while also having a local breakout session with a VPLMN PDN-GW.
In this paper, we intend to discuss such problem of UE create a routing loop amongst HAs and its impact to the network.

2. Discussion
2.1 Problem

It is possible for a UE to create a routing loop amongst HAs.  This can be achieved when a UE binds one home address located on a first HA to another home address on a second HA.  This type of binding will force HAs to route the same packet among each other without knowledge that a routing loop has been created.  Figure 1 below shows such threat of routing loop between home agents.
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Figure 1: Routing loop creation amongst home agents.
1. The UE performs the DSMIP attach procedure (as per section 5.1.2 and 5.1.2.2 in TS 24.303) with both HA1 and HA2.

2. HA1 assigns an IPv6 home address (Home Addr 1) to UE.

3. HA2 assigns an IPv6 home address (Home Addr 2) to UE.

4. UE sends a Binding Update to HA1.  The Source Address field of the Binding Update contains the IPv6 home address assigned by HA2 (Home Addr 2).  This will cause HA1 to create a binding entry that binds Home Addr 1 to Home Addr 2.
5. UE sends a Binding Update to HA2.  The Source Address field of the Binding Update contains the IPv6 home address assigned by HA1 (Home Addr 1).  This will cause HA2 to create a binding entry that binds Home Addr 2 to Home Addr 1.
NOTE: 
HA 1 would view Home Addr 2 as a valid care-of address to bind to the UE's home address (Home Addr 1).  This is especially so when both HAs are located in different domain (e.g. different operator's PDN).  The same concept applies to HA 2.

Once the UE successfully creates the routing loop amongst the home agents, HAs will unknowingly route the same packet among each other.  For example, when HA1 receives a packet to UE, HA1 searches the binding cache to find the relevant forwarding address to UE (Home Addr 2).  In this case, HA1 tunnels the packet to Home Addr 2.  This will cause HA2 to intercept the packet for MN.  Now, at HA2, it sees that the packet is addressed to Home Addr 2.  Searching the respective binding entry in its binding cache, HA2 will tunnel this packet to UE (Home Addr 1).  This will cause HA1 to intercept the packet for UE.

Without any intervention, this creates an infinite routing loop amongst HAs.  However, there is currently a solution to prevent this infinite looping.  [1] introduces a loop detection mechanism to prevent infinite looping using a tunnel encapsulation limit (TEL) option.  For example, at HA1, the tunneled packet would be tagged with a TEL value that states the number of times the packet could be tunneled.  When the tunneled packet arrives at HA2, HA2 checks that the TEL value is not equal to zero.  If the value is not equal to zero, this means that HA2 can still proceed to add another level of tunnel to the packet.  In this case, HA2 decrements the TEL value by one after adding a new tunnel header.  If the value of the TEL is equal to zero, HA2 would drop the packet and send an Internet Control Message Protocol (ICMP) message [2] back to the source informing it that the packet could not be routed to its intended destination.

However, using this loop detection mechanism only prevents the routing loop from becoming out of control.  The loop would only be detected when the TEL drop to 0.  Furthermore, using this mechanism would also create a flood of ICMP messages between home agents to notify each other of the failure to send the packet.  Figure 2 below shows how TEL could induce a flooding of packets in the network.
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Figure 2: Packet flooding using Tunnel Encapsulation limit option.
1. Based on the binding entry at HA1, HA1 tunnels the packet to Home Addr 2 (HA2).  Also, HA1 sets the TEL value to 2.

2. At HA2, it checks the binding entry to understand to tunnel the packet to Home Addr 1 (HA1).  HA2 checks that the TEL value is not equal to zero before tunnelling the packet.  HA2 tunnels the packet o Home Addr 1 (HA1) and sets the TEL value to 1.

3. At HA1, it checks the binding entry to understand to tunnel the packet to Home Addr 2 (HA2).  HA1 checks that the TEL value is not equal to zero before tunnelling the packet.  HA1 tunnels the packet o Home Addr 2 (HA2) and sets the TEL value to 0.

4. At HA2, it checks the binding entry to understand to tunnel the packet to Home Addr 1 (HA1).  HA2 checks that the TEL value is not equal to zero before tunnelling the packet.  Since TEL value is equal to 0, HA2 understands that this packet cannot be tunnelled anymore and hence drops the packet.

5. HA2 sends an ICMP error message to Home Addr 1 informing it that the packet fails to reach its destination.

6. When HA1 receives the ICMP error message, HA1 extract the inner packet and sends an ICMP error message to Home Addr 2 telling it that the packet fails to reach its destination.

7. Finally, when HA2 receives the ICMP error message, HA2 extract the inner packet and sends an ICMP error message to Home Addr 1 telling it that the packet fails to reach its destination.
Thus, it can be seen that such routing loop consumes the resources of the home agent and if launched in full scale (e.g. multiple sets of home addresses) would 'shut down' the HA.
2.2 Proposal

We propose to add a note to highlight that such risk of routing loop amongst home agents.  The following is proposed to be added in section 4.3 of TS 24.303:-

NOTE: 
When UE is associated to multiple PDN-GWs, it is possible for the UE to create a routing loop amongst the PDN-GWs by binding a home address located on a PDN-GW to another home address located on another PDN-GW.  Such routing loop consumes the resources of the affected PDN-GWs and if launched in full scale (e.g. multiple sets of home addresses) would 'shut down' the PDN-GWs.  A detailed mechanism to solve such risk is FFS.
3. Conclusion

It is possible for a UE to create a routing loop amongst HAs.  This can be achieved when a MN binds one home address located on a first HA to another home address on a second HA.  This type of binding will force HAs to route the same packet among each other without knowledge that a routing loop has been created, thus consuming the resources of the home agents.  If launched in full scale (e.g. multiple sets of home addresses), this might 'shut down' the HA and affect the network.  Hence, we propose to highlight such risk in TS 24.303 and discuss if a mechanism is needed to prevent it.
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