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2. Discussion
3GPP provided the following information to IANA for definition of UDP port for MONP:

-------------------

3GPP would like to answer IANA questions/comments as follows. Each part of the 3GPP answer is marked by "PART-<number>-OF-ANSWER" for easier cross-referencing.

> There were two issues with 3GPP requests, only the first of which has been

> resolved here:

>

> 1) whether public resources should be assigned for use solely within private

> networks. Note that this is goes against the ongoing expectations for port

> assignments; that said, if the IESG wants to override these rules, IMHO they

> should be the making these decisions - not this team. that is why we have a

> process for appeals and why they handle those appeals.

>

> That said, let's presume we're proceeding under the "IESG intends on

> potentially approving this assignment but wants an informal review by the

> team anyway".

>

> In that case, the assignment is predicated (as noted by the IESG) on future

> use in the Internet, which means Internet rules apply...see specific issues

> with this application on that point below.

PART-1-OF-ANSWER:

Thank you for the information.

> 2) whether the 3GPP consortium would determine how to use these resources

> appropriately, rather than asking for each as needed. the concern - as with

> all applicants who make repeated requests - is that there should be some

> coordination within the 3GPP community to ensure that these resources are

> used conservatively, ESPECIALLY considering creating a "handshake port" on

> which dynamic port numbers can be announced or services multiplexed, rather

> than asking for a port for each component service.

>

> #2 was awaiting coordination via the 3GPP liaison and has not yet been addressed.

PART-2-OF-ANSWER:

When MONP was designed, 3GPP was not aware of requirement to define such "handshake port".

MONP is designed with forward compatibility in mind. First octet of each MONP message is message type information element. A few values of the message type information element have defined semantic and rest of the values of the message type information element are reserved. Receiving entities are mandated to discard MONP messages with the message type information element set to a reserved value. Thus, assuming IANA (or IESG) approves the request for assignment of a UDP port to MONP, any extensions for future off-network mission-critial services can be provided as an extension of the current MONP in a backward compatible manner, by using new MONP messages with the message type information element set to a value which is a reserved value in the current MONP, without any additional UDP port numbers.

If any other UDP based protocol with a need of a UDP port assignment is defined in 3GPP in future, 3GPP will take the requirement on the "handshake port" into consideration.

> -----------------------------------------

>

> With regard to the request below, it needs to follow the rules expected of

> all services deployed in the Internet (again, based on the assumption that

> the only reason to consider this assignment further is that it would be used there).

>

> - as Eliot observed, all new services should include version numbers; the

> applicant should either add them or be advised that requests for future ports

> for new versions of this service will be declined.

PART-3-OF-ANSWER:

MONP does not contain version number. As explained in PART-2-OF-ANSWER, MONP is designed with forward compatibility in mind, using the message type information element.

3GPP accepts that any 3GPP requests for future ports for new versions of MONP will be declined by IANA.

> - as per RFC7605, new services lacking security should not be deployed, and

> so until security is added, I would recommend against this assignment until

> security is added (as is the requirement for all new services). Note again

> that the fact that this is used in a private network cannot be an excuse -

> the only reason for considering the application is for future use in the

> public Internet, where new unsecured services represent new threats.

PART-4-OF-ANSWER:

MONP itself does not contain security and relies on security provided by underlying layers.

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment provided by secure layer-2 link.

Futhermore, usage of MONP with any security means provided at IP layer (e.g. IPsec) is not precluded.

> - the UDP traffic needs to be described as obeying the expectations set forth

> in RFC8085 (it probably does, but the specific expectations there should be

> directly and individually addressed); again, this is as expected for all new

> UDP services

PART-5-OF-ANSWER:

The following evaluates MONP against recommendation of RFC8085, as summarized in RFC8085 section 7:

| MUST tolerate a wide range of Internet path conditions

| SHOULD use a full-featured transport (e.g., TCP)

PART-6-OF-ANSWER:

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. In this case, the path conditions are the same for all MONP communication.

MONP is UDP based since MONP is used for multicast based communication among several hosts.

| SHOULD control rate of transmission

| SHOULD perform congestion control over all traffic

PART-7-OF-ANSWER:

MONP contains control of rate of transmission. MONP is used for call control and contains a state machine for each MONP call. The state machnine controls sending of MONP messages as follows:

- when a host attempts to establish or join a MONP call, a few MONP messages are exchanged;

- while the MONP call is ongoing, once per configured time period, only one of the hosts participanting in the MONP call sends a MONP message; and

- when a host leaves the MONP call, no MONP messages are exchanged.

MONP does not contain congestion control. As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. The bitrate needed for MONP messages is expected to be assured by the service provider.

The configured time period is not restricted. 3GPP will consider to recommend value of 3 seconds as minimum.

| for bulk transfers,

| SHOULD consider implementing TFRC

| else, SHOULD in other ways use bandwidth similar to TCP

PART-8-OF-ANSWER:

MONP does not perform bulk transfers.

| for non-bulk transfers,

| SHOULD measure RTT and transmit max. 1 datagram/RTT

| else, SHOULD send at most 1 datagram every 3 seconds

| SHOULD back-off retransmission timers following loss

PART-9-OF-ANSWER:

As explained in PART-7-OF-ANSWER, MONP contains control of rate of transmission.

| SHOULD provide mechanisms to regulate the bursts of

| transmission

PART-10-OF-ANSWER:

As explained in PART-7-OF-ANSWER, MONP contains control of rate of transmission.

| MAY implement ECN; a specific set of application

| mechanisms are REQUIRED if ECN is used.

PART-11-OF-ANSWER:

MONP does not implement ECN. As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. The bitrate needed for MONP messages is expected to be assured by the service provider.

| for DiffServ, SHOULD NOT rely on implementation of PHBs

PART-12-OF-ANSWER:

MONP does not use DiffServ.

| for QoS-enabled paths, MAY choose not to use CC

PART-13-OF-ANSWER:

MONP does not use QoS-enabled paths.

| SHOULD NOT rely solely on QoS for their capacity

| non-CC controlled flows SHOULD implement a transport

| circuit breaker

| MAY implement a circuit breaker for other applications

PART-14-OF-ANSWER:

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. The bitrate needed for MONP messages is expected to be assured by the service provider.

MONP does not implement a circuit breaker.

| for tunnels carrying IP traffic,

| SHOULD NOT perform congestion control

| MUST correctly process the IP ECN field

PART-15-OF-ANSWER:

MONP does not provide tunnels carrying IP traffic.

| for non-IP tunnels or rate not determined by traffic,

| SHOULD perform CC or use circuit breaker

| SHOULD restrict types of traffic transported by the

| tunnel

PART-16-OF-ANSWER:

MONP does not provide non-IP tunnels.

As explained in PART-7-OF-ANSWER, MONP contains control of rate of transmission.

As explained in PART-14-OF-ANSWER, MONP does not implement a circuit breaker.

| SHOULD NOT send datagrams that exceed the PMTU, i.e.,

| SHOULD discover PMTU or send datagrams < minimum PMTU;

| Specific application mechanisms are REQUIRED if PLPMTUD

| is used.

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. In this case, the path MTU is the same as the link MTU.

3GPP will consider limiting the maximum size of MONP messages to not exceed the link MTU.

PART-17-OF-ANSWER:

| SHOULD handle datagram loss, duplication, reordering

| SHOULD be robust to delivery delays up to 2 minutes

Datagram loss is handled by MONP.

Datagram duplication is handled by MONP.

Datagram reordering does not cause problems for MONP.

PART-18-OF-ANSWER:

| SHOULD enable IPv4 UDP checksum

| SHOULD enable IPv6 UDP checksum; Specific application

| mechanisms are REQUIRED if a zero IPv6 UDP checksum is

| used.

PART-19-OF-ANSWER:

MONP does not preclude enabling of IPv4 UDP checksum and IPv6 UDP checksum.

| SHOULD provide protection from off-path attacks

| else, MAY use UDP-Lite with suitable checksum coverage

PART-20-OF-ANSWER:

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment provided by secure layer-2 link. In such enviroment, off-path attacks do not occur.

| SHOULD NOT always send middlebox keep-alive messages

| MAY use keep-alives when needed (min. interval 15 sec)

PART-21-OF-ANSWER:

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. In such environment, MONP messages do not pass via middleboxes.

| Applications specified for use in limited use (or

| controlled environments) SHOULD identify equivalent

| mechanisms and describe their use case.

PART-22-OF-ANSWER:

MONP is specified for limited use in the controlled environment, characterized by:

- a MONP using host communicates using MONP with other MONP using hosts residing on the same IP segment. A MONP using host never communicates using MONP with another MONP using host residing on an IP segment different than where the first MONP using host resides. MONP message is not expected to be forwarded beyond the IP segment to which the host sent the MONP message.

- the IP segment where MONP messages are sent is provided on a secure layer-2 link.

- a MONP using host is authorized by service provider to use the secure layer-2 link. The service provider authorization includes providing of parameters needed for usage of the secure layer-2 link. Without those parameters, host is unable to access the secure layer-2 link.

- the IP segment where MONP messages are sent is not expected to be connected to other IP segments.

- the secure layer-2 link is provided by radio network using a frequency usage of which is restricted.

- the service provider is expected to ensure that the bit rate needed for transport of MONP messages is available on the secure layer-2 link.

| Bulk-multicast apps SHOULD implement congestion control

PART-23-OF-ANSWER:

MONP does not provide bulk-multicast.

| Low volume multicast apps SHOULD implement congestion

| control

PART-24-OF-ANSWER:

As explained in PART-7-OF-ANSWER, MONP contains control of rate of transmission.

| Multicast apps SHOULD use a safe PMTU

PART-25-OF-ANSWER:

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment. In this case, the path MTU is the same as the link MTU.

| SHOULD avoid using multiple ports

| MUST check received IP source address

PART-26-OF-ANSWER:

MONP does not use multiple ports.

As explained in PART-22-OF-ANSWER, MONP is specified for limited use in the controlled environment for communication among hosts connected to a single IP segment provided by secure layer-2 link. In such enviroment, MONP is designed to allow any host able to access the secure layer-2 link to join the MONP call.

| SHOULD validate payload in ICMP messages

PART-27-OF-ANSWER:

MONP does not use ICMP messages.

| SHOULD use a randomized source port or equivalent

| technique, and, for client/server applications, SHOULD

| send responses from source address matching request

PART-28-OF-ANSWER:

MONP does not preclude usage of randomized source port.

MONP sends all MONP messages towards multicast IP address and static MONP port (to be assigned by IANA). The MONP response is not sent sent from source address matching the MONP request as the request is sent to a multicast address and static MONP port (to be assigned by IANA).

| SHOULD use standard IETF security protocols when needed

PART-29-OF-ANSWER:

Security is explained in PART-4-OF-ANSWER.

> - as we would note for Internet applicants, services that run over a single

> network segment can already use mDNS for coordination in using dynamic port

> numbers; these numbers are relevant only between the two endpoints anyway and

> the use of mDNS would further allow clients to coordinate that use. This

> should be considered as an alternative and addressed.

PART-30-OF-ANSWER:

It is assumed that usage of mDNS above refers to usage of RFC6762.

If this assumption is correct:

- usage of mDNS would require that all hosts acting as mDNS servers and connected to the same IP segment respond to mDNS query attempting to discover MONP port with the same UDP port number.

- all hosts using MONP are considered equal. Thus, all hosts using MONP would need to act as mDNS servers and provide the same UDP port number for MONP in mDNS response.

If the UDP port number for MONP to be provided in mDSN response is to be selected from "system ports" range or "user ports" range, IANA approval is still needed.

If the UDP port number for MONP to be provided in mDSN response is to be selected from "dynamic ports" range, there is no guarantee that an application other than MONP does not bind UDP port and use it for other purposes.
-------------------
IANA responded to 3GPP request as follows. The important parts are highlighted.
-------------------

“We have a response from the expert: 

This application is predicated on the assumption that this service is likely to be used in the public Internet in the future. As a consequence, rationale that this service is run only on a private network only serves to justify this application being declined. So I will proceed with the assumption I mentioned, addressing it in parts:

Parts 1-3 are sufficient. 

Part 4 is a problem because new services SHOULD support security. Underlying link security is not sufficient for Internet services because they run over multiple hops (see initial assumption). A “SHOULD” can be relaxed with sufficient rationale OR the service needs to include security either at the service layer or as a negotiated requirement of the transport.
Parts 5-29, regarding RFC 8085 compliance, should be revised based on the initial assumption above (i.e. answers must assume the service IS used over multiple hops on the public Internet). Much of the detail isn’t critical, however. It would be sufficient to provide indications as to the number of messages/second and number of associations/second expected, and if both are low, then most of the rest are recommendations for good protocol design but not strict requirements for this application.

Regarding the last part, you are correct about mDNS - however, the point of mDNS is that the application can bind to *any* available dynamic port and then advertise *that port* as the port on which to be contacted for that service. That is how mDNS avoids the need for assigned ports in the first place.

Given your response to Part 4, I would encourage you to consider mDNS, as your description shows how it could avoid the need for an assigned port. Otherwise, please provide a revised response to part 4 and the high-level information requested above for Parts 5-29.”
-------------------
4. Proposal

It is proposed to discuss how to progress the issue.
