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1. Background
In section 4.2.3.2 SA2 has added following two notes: 

NOTE 3:
The reception of the Service Accept message does not imply the successful activation of the User Plane radio resources.
NOTE 4:
In case not all the requested user plane radio resources are successfully activated, stage 3 will define how to handle this.

This paper tries to provide analysis for CT1 impacts of solving above issue and discusses the possible way forward.   

2. Discussion.
At high level following steps are expected to be executed for this issue:  

1. UE sends SR message with Uplink Data status IE. For example Uplink Data Status IE is set with PDU session ID 4, 5, and 7.

2. AMF requests SMF’s for PDU session ID 4,5 and 7 to activate the user plane for respective PDU session ID’s. 

3. SMF responds to AMF with success or error to activate the PDU session ID’s. 

4. AMF provides information of all the unsuccessful user plane activations to UE and include failure cause and timer to UE.

Following questions arise while going through the flow above :

Question 1:

Who will decide what error causes from AMF or SMF should be given to UE? CT1 or CT4? 
Samsung’s Opinion: We believe the N11 interface issues and also any explicity reactivation reject given to AMF from SMF should be dealt in CT4 and it’s out of CT1 scope. Only after AMF receives the error cause how it has to be communicated over N1 interface to UE is part of CT1 scope. 
Question 2: 

Will AMF wait for response from all the SMF’s before providing Service Accept to UE?

Samsung’s Opinion: It’s already clarified in SA2 specification(Please refer to Annex A) that it’s left for AMF implementation. If AMF waits for all SMF’s response then Service Accept message can convey the information of failure to activate all the PDU sessions to UE. If AMF doesn’t wait for the response from all SMF’s and subsequently after sending Service Accept message if there are any failures then how to convey user plane reactivation failure indication to UE is discussed in section 3. 

Question 3: 

How to convey the user plane reactivation failure to UE? 

a) Handling for permanent failures :

For this situation we believe AMF can use PDU session status IE to indicate to UE that corresponding PDU session is no more available and it can be left for UE implementations as to when it should retry to create the PDU by initiating pdu session establishment request procedure.(This is similar to 4G implementation). As this aspect is already part of TR 24.890 no changes are required.
b) Handling for temporary failures :  

Network after determining that userplane cannot be activated it can indicate to UE the specific PDU session’s for which there is a problem in PDU session reactivation result IE. Depending on the error cause AMF may also decide to provide a timer T35xx. AMF will expect UE will not trigger a Service request for those specific PDU’s indicated in PDU session reactivation result IE till the provided timer T35xx expires.
Further following 3 possible cases are identified for temperory failures:

Case 1 : Only one PDU user plane cannot be activated :

As per our analysis handling as specified in ‘b’ above is sufficient. 
Case 2 : Multiple PDU’s user plane cannot be activated but with same cause or reason :
As per our analysis handling as specified in ‘b’ above is sufficient.

Case 3 : Multiple PDU’s user plane cannot be activated and due to different causes(or reasons).
Alternative 1:

For all the failed PDU sessions network provide a single cause and shortest back off timer among reasons for failed PDU sessions. UE will resend SR after the timer expires if required for failed PDU sessions.
Alternative 2: 

For each of the failed PDU user plane activation AMF provides a reject cause and timer specific to each PDU session. 
From above discussions following two alternative service accept implementations can be derived :

Alternative 1 Service Accept message coding :
Table x.x.x.x: SERVICE ACCEPT message content

	IEI
	Information Element
	Type/Reference
	Presence
	Format
	Length

	
	Extended protocol discriminator
	Extended protocol discriminator
6.6.6.2
	M
	V
	1

	
	Security header type
	Security header type

6.6.6.3
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.4
	M
	V
	½

	
	Service accept message type
	Message type

6.6.6.6
	M
	V
	1

	
	PDU session status
	TBD
	O
	V
	2

	
	PDU session reactivation result
	TBD
	O
	V
	TBD

	
	Error Cause
	
	
	
	

	
	5GMM Timer (T35xx)
	
	
	
	


 PDU session reactivation result IE is coded as follows:
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Figure x.x.x.x: PDU session reactivation result information element

Table y.y.y.y: PDU session reactivation result information element
	PSI(x) shall be coded as follows:

PSI(0) – PSI(15):

0
indicates PDU session reactivation was not requested in Uplink data status IE or User plane activation is successful.

1
indicates PDU session reactivation was requested in Uplink data status IE but User plane activation failed.


5GMM Timer (T35xx): UE shall not request the activation of user plane for all the PDU sessions indicated in PDU session reactivation result IE till timer T35xx is running.
Error Cause: Reason for failure to activate user plane for the PDU session.
Alternative 2 Service Accept message coding :
Table x.x.x.x: SERVICE ACCEPT message content

	IEI
	Information Element
	Type/Reference
	Presence
	Format
	Length

	
	Extended protocol discriminator
	Extended protocol discriminator
6.6.6.2
	M
	V
	1

	
	Security header type
	Security header type

6.6.6.3
	M
	V
	1/2

	
	Spare half octet
	Spare half octet

6.6.6.4
	M
	V
	½

	
	Service accept message type
	Message type

6.6.6.6
	M
	V
	1

	
	PDU session status
	TBD
	O
	V
	2

	
	PDU session reactivation result
	TBD
	O
	V
	TBD


x.x.x.x
PDU session reactivation result
The purpose of the PDU session reactivation result information element is to indicate the list of PDU sessions network failed to activate the user plane.

Editor's note:
Number of octets required for 5GMM timer is FFS.
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	PDU session reactivation result IEI
	octet 1

	Length of PDU session reactivation result
	octet 2

	PSI
(7)
	PSI
(6)
	PSI
(5)
	PSI
(4)
	PSI
(3)
	PSI
(2)
	PSI
(1)
	PSI
(0)
	octet 3

	PSI
(15)
	PSI
(14)
	PSI
(13)
	PSI
(12)
	PSI
(11)
	PSI
(10)
	PSI
(9)
	PSI
(8)
	octet 4

	C(2)
	C(1)
	C(0)
	Cause
	

	5GMM Timer
	octet 6

	C(2)
	C(1)
	C(0)
	Cause
	octet n-1

	5GMM Timer
	octet n


Figure x.x.x.x: PDU session reactivation result information element

Table y.y.y.y: PDU session reactivation result information element
	PSI(x) shall be coded as follows:

PSI(0) – PSI(15):

0
indicates PDU session reactivation was not requested in Uplink data status IE or User plane activation is successful.

1
indicates PDU session reactivation was requested in Uplink data status IE but User plane activation failed.
For each set PSI(x) in octet 3 and octet 4 corresponding to PDU session ID x, in increasing order, x octets are added in the information element, with following additional information:

· first octet indicates user plane reactivation failure cause and command C0-C2; and 

· second octet – octet x indicates the timer T35xx.




Command C0-C2 coding:

	C(2)
	C(1)
	C(0)
	

	0
	0
	0
	Error cause and Timer included.

	0
	0
	1
	Error cause and timer are applicable to all set PDU Session ID’s.

	0
	1
	0
	Timer not included.

	X
	X
	X
	All other values are reserved.


Further explanation of Command codes:

1. “010” indicates for this error cause timer is not included. For example “LADN area not allowed” and UE is not allowed to retrigger SR for this PDU session ID.
2. “001” indicates error cause and timer is applicable to all the subsequent set PDU session ID’s.  Duplicate octets of error cause and timer can be avoided in Service Accept message.
Example : 

	8
	7
	6
	5
	4
	3
	2
	1
	

	PDU session reactivation result IEI
	octet 1

	Length of PDU session reactivation result
	octet 2

	0
	0)
	1
	0
	0
	0
	0
	0
	octet 3

	0
	0
	1
	0
	0
	1
	0
	0
	octet 4

	0
	0
	0
	Cause1
	octet 5

	5GMM Timer1
	

	0
	1
	0
	Cause2
	

	0
	0
	0
	Cause 3
	

	5GMM Timer3
	octet 6


Increasing order of set PDU session ID’s are 5,10 and 13. i.e network failed to activate user plane for PDU session ID’s 5,10 and 13.

Cause 1 and 5GMM Timer 1 corresponds to PDU session ID 5.

Cause 2 corresponds to PDU session ID 10 and no timer included.

Cause 3 and 5GMM Timer 3 corresponds to PDU session ID 13. 

Alternative 1 vs Alternative 2:
Samsung’s position is neutral among the discussed alternatives with slight preference for alternative 1 for following reasons:

1. Simple to implement and maintain. Easy of testing the standardized interface. 

2. Possibility of this issue occurance is rare scenario, in our understanding only if all the below steps are hit frequently alternative 2 will be useful:

a) NAS-C plane layer when it receives request to activate user plane for PDU, NAS-C is not able to trigger Service Request message (For example BO timer running). Now NAS-C got the request for some other PDU session too. 

b) Due to step “a” UE trigger SR with Uplink Data status requesting to activate user plane for multiple PDU sessions. 

c) Network too precisously at the same time faces user plane reactivation issue for more than one PDU session.

d) Step “C” is faced for different error causes between different PDU sessions. Single BO timer is provided. 

e) After BO timer expired again step a, b, c occur. Which will be rare to happen. 

Thus complexity of having multiple reject causes and complicated coding may not be really required in the field. 

3. Further only disadvantage of going with alternative 1 is UE may end up triggering few extra service request procedures. But given that scenario itself is not going to be very frequent we believe system can live with an extra load due to this extra service request procedures. 

3.Discussion in case AMF doesn’t wait for all SMF responses:
In case of AMF implementation in which AMF doesn’t wait for response from all the SMF’s. Then AMF would have already sent the SERVICE ACCEPT message to UE. Thus SR procedure cannot be used to indicate the DRB establishment failure in all cases. One option to solve is by providing additional NAS message (for example notification message to UE) alternately if its not very critical it can be expected UE will retry for that PDU again after some time when retry timer on UE expires. For example as illustrated below:
 
[image: image1]
Figure 1.

4.Way forward.
We request CT1 to discuss above issue. Depending on CT1 preference source company offers to bring related contribution to the next meeting. 

5.References:
     Annex A:
     AMF shall include at least one N2 SM information from SMF if the procedure is triggered for PDU session User Plane setup. AMF may send additional N2 SM information from SMFs in separate N2 message(s) (e.g. N2 tunnel setup request), if there is any. Alternatively, if multiple SMFs are involved, the AMF may send one N2 Request message to (R)AN after all the Nsmf_PDUSession_ UpdateSMContext Response service operations from all the SMFs associated with the UE are received. In such case, the N2 Request message includes the N2 SM information received in each of the Nsmf_PDUSession_ UpdateSMContext Response  and information to enable AMF to associate responses to relevant SMF.
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