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Within 29.060 (GTP Stage 3) a number of diagnostic cause codes are defined to provide information to the nodes that receive them about whether a command has been successful or not, and when it has been unsuccessful, to inform the node how the command failed.  The majority of these cause codes have fairly intuitive meanings – for example ‘No memory available’ tells the node receiving it exactly what has gone wrong and the node receiving it can adjust it’s actions in response to this cause code accordingly.

However, a number of cause codes, whilst conveying the appropriate information about what has caused a command to fail, do not cater for the provision of any further diagnostic information that could help prevent repeated retries by a device that would result in the attempts failing consistently for the same reason.

The cause codes this affects include;-

· Missing or unknown APN

· Unknown PDP address or PDP type

· Mandatory IE incorrect

· Mandatory IE missing

· Optional IE incorrect

· IMSI Not Known

When one of these cause codes is returned, it may well prove useful for additional information to be returned with the cause code.  For example, if Mandatory IE incorrect is returned, it is not clear to the node receiving this response which Mandatory IE is incorrect.  If the IE that the cause code relates to was also returned with the cause code, it would be possible for the device receiving the cause code to perform some level of diagnostic analysis on the IE and/or report the fact that the IE is incorrect to O&M via management interfaces.  Similarly if Mandatory IE missing is returned, the Tag of the IE that is missing could be returned.

What follows below is an assessment of areas where this additional information might be useful.

Inter‑Operability Testing
Whether executing inter-vendor inter-operability testing or internal testing within a network, receiving additional information about how and why a message exchange has failed would be highly beneficial in the rapid and accurate assessment and diagnosis of problems.  Such potential problems as an incorrectly implemented IE, an IE that is considered optional by one device and mandatory by another, something that is simply coded incorrectly or incorrect storage or formatting of data could be identified and diagnosed without any significant further investigation, whereas with current cause codes and no enhancement, any of the cause codes that would result from the problems described above would require some further investigation to find out what parameter is affected by the problem, what the misalignment is related to or simple where something has gone wrong.

For example, consider a case where a new parameter is introduced into a message as an optional IE for the purposes of backwards compatibility to allow for interworking to older implementations, but future implementations are expected to include that parameter.  If an implementer introduces this IE and expects to receive it in messages but the device sending it has not implemented it correctly, the device receiving the message would normally only be able to send Optional IE incorrect in the response message.  However, when receiving this cause code, the device would have no way of knowing whether this relates to the newly implemented Optional IE or any other Optional IE already existing in the message – it may be an IOT problem or may just be that some piece of data has become corrupted or misaligned.

With the addition of the ability to send some additional diagnostic information, the device sending Optional IE incorrect would be able to identify not only the IE that the cause code relates to, but also the value that it has received in the message, and possibly the value it believes it should have received.  This would allow the device receiving the cause code to determine immediately which Optional IE in the message had the problem, evaluate if what it originally sent is the same as what was received by the responding device (to guard against data corruption in transit) and to provide further information to O&M systems to determine where the problem lies.  If, for example, there was a coding misalignment of the new IE, this would become immediately apparent.

Corruption of parameters in transit (or not!)
Because of the nature of GTP failure cases, the return of a cause code indicating anything other than success results in the message exchange being failed until some external event triggers a manual retry.  In some cases, this may not need to be the case.  Consider the example below.

1. GSN1 sends a command including IMSI 123456789 to GSN2.

2. The message is corrupted in a very minor way in transit but arrives with IMSI 123455789.

3. GSN2 does not recognize the IMSI so replies with Mandatory IE Incorrect or IMSI not known (dependent upon which command is being sent).

4. In the reply GSN2 includes the value of the IMSI in the Diagnostic Info IE

5. When GSN1 receives the reply it looks at the IMSI in the reply and can see that it differs from that which it has on record and so knows it could potentially retry the command with IMSI 123456789. 

Currently the GSN would not be able to retry as the additional information added in step 4 would not be available.  So when GSN1 receives the command code it just reports back to the device that triggered the command that the command has failed.  Of course, it is important to still consider the situation where IMSI 123456789 is simply incorrect, which would give us;-

1. GSN1 sends a command including IMSI 123456789 to GSN2.

2. The message is not corrupted in transit and arrives with IMSI 123456789.

3. GSN2 does not recognize the IMSI so replies with Mandatory IE Incorrect or IMSI not known (dependent upon which command is being sent)..

4. In the reply GSN2 includes the value of the IMSI in the Diagnostic Info IE

5. When GSN1 receives the reply it looks at the IMSI in the reply and can see that it is the same as that which it has on record and so knows it shouldn't retry. 

Now GSN1 can be confident that the IMSI it has sent is incorrect within either its own records or those of GSN2 since it knows that what was received by GSN2 is the same as that which GSN1 sent because it has been reflected in the Response message.  This can be reported directly to O&M as inconsistency in the data stored at the two nodes and the problem can be resolved.

The option to retry a message where something has gone wrong offers a number of advantages over the current situation.  Consider MS activation of a PDP Context.
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Figure1: MS Activated PDP Context where first attempt fails
Figure 1 shows the signalling associated with an attempt to activate a PDP context where the first attempt to activate the context is failed at the GGSN because one of the parameters sent in the Create PDP Context Request is corrupted in transit.

At Step 3 (Create PDP Context Response), cause code would be ‘Mandatory IE incorrect’ or ‘Optional IE incorrect’.  As a result, Step 4 (Activate PDP Context Reject) would contain cause code #30, Activation Rejected by GGSN.  The subscriber would be informed that the activation failed and would then have to manually attempt to activate a session again.  The user perception would be that the network was unreliable.  Steps 5 to 8 show a simplified successful activation that would result if the manually triggered re-attempt was successful.
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Figure 2: MS Activated PDP Context where first attempt fails but SGSN can retry
Figure 2 again shows the signalling associated with an attempt to activate a PDP context where the first attempt to activate the context is failed at the GGSN because one of the parameters sent in the Create PDP Context Request is corrupted in transit.  However, on this occasion in Step 3, Diagnostic Info IE is included and contains the parameter that is incorrect.  Upon receipt of the Create PDP Context Response, the SGSN is able to compare the value of the parameter that it sent against that which is included in the Diagnostic Info IE and would be able to determine that the value returned in Diagnostic Info IE is different.  This could then trigger the SGSN to retry the Create PDP Context Request without informing the subscriber (as in Step 4).  If that attempt was to be successful (Step 5 and 6), the perception of the user would be that the attempt was successful first time.
Whilst the example in Figure 2 shows a retry having been attempted, the proposal is to make the retry of commands entirely optional.  However, the information returned in Diagnostic Info IE could still be stored as part of a fault log.  Indeed, this could be done even if there is no corruption on the link and the attempt to create the context fails simply because of some other data inconsistency or some other problem (see ‘Specific Benefits to Operators’ below).
Allowing SGSN to retry commands based on the information received in the Diagnostic Information IE has the following benefits;-

· Network signalling message reduced since failure is not reported back to subscriber.

· Better subscriber service perception since they do not need to manually retry the attempt.

· Reduces the delay experienced by the subscriber in completing the command.

· Improves the diagnostic ability of the network as a whole.

Specific Benefits to Operators

When this idea has been presented at previous meetings, one argument against the inclusion of the new parameter has been that there are already diagnostic tools available.  However, operators do not necessarily run diagnostics for every message sent and received for every user on a GSN, and if they were to do so it would consume system resources and degrade the performance of the GSN. Instead, when operators experience problems, one of the first tasks commonly performed is to try to replicate the problem in order to be able to run a ‘trace and capture’ of all messages sent and received for off‑line analysis – this can be complicated further if the subscriber is roaming in another country and/or in a roaming partners network. The process of obtaining and analysing this information can be extremely time consuming and is not always helpful in identifying the problem i.e. the message could be perfectly formed but the far end does not understand it due to perhaps different software implementation of the standards compared to the other GSN or, more commonly, due to bad configuration.

By analysing the extra diagnostic information available, it may be more apparent what is going wrong and therefore lower, or even totally eliminate, the need to try to re‑create the problem scenario for proper analysis. This saves time for operator's O&M departments in establishing where and/or which network the root of a problem is.

Proposal

Nortel Networks and Vodafone propose that a new IE – Diagnostic Information IE – be added to response messages that could be included in response messages where some form of additional information may be useful to the receiving node.  This proposal was presented at both CN4 #18 (N4-030091) and CN4 #19 (N4-030481) in CR 392(r1), and is presented once again in this meeting (N4-030xxx).
