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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

Introduction

This clause is optional. If it exists, it is always the second unnumbered clause.

1
Scope

The present document …

2
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The following documents contain provisions which, through reference in this text, constitute provisions of the present document.

-
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-
For a specific reference, subsequent revisions do not apply.

-
For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
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3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].

3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].

DCAE
Data Collection, Analytics and Events
ONAP
Open Network Automation Platform
VES
VNF Event Stream
4
Background

Editor’s note: this clause provides background information required for the next clauses, e.g. overview of ONAP architecture in R1, definition of DCAE functionalities and sub-modules (including VES Collector), 3GPP reference management architecture from TS 32.101 (legacy) and from TS 28.500 (updated for NFV).

5
Positioning of ONAP/DCAE wrt. 3GPP reference management architecture

Editor’s note: this clause shows how both architectures position wrt. each other. It also identifies “touch points” between them and shows on which interface(s) this study focuses on.

5.1
ONAP/DCAE architecture

Figure 5.1.1 depicts the ONAP Release 1 overall architecture (see [5] - figure 1).
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Figure 5.1.1: ONAP Release 1 overall architecture
NOTE: ONAP Release 1 overall architecture Figure attribution [5].
Figure 5.1.2 (see [6] - figure 1) provides a functional view of the DCAE Platform architecture.
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Figure 5.1.2: Functional view of the DCAE platform architecture
NOTE: Functional view of the DCAE platform architecture Figure attribution [6] – Figure 1.

The Data Collection, Analytics, and Events (DCAE) subsystem, in conjunction with other ONAP components, gathers performance, usage, and configuration data from the managed environment, such as about virtual network functions and their underlying infrastructure.  
Figure 5.1.3 (see [6] - figure 3) shows the DCAE data flow and illustrates data flow issued by VNFs to push performance, usage and configuration data to the DCAE VES (VNF Event Stream) Collector, the DCAE Collection Framework component in charge of stream data collection.
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Figure 5.1.3: DCAE data flow (Data plane)
NOTE: DCAE data flow (Data plane) Figure attribution [6] – Figure 3.

5.2
3GPP reference management architecture

Figure 5.2.1 depicts the 3GPP reference management model (cf. 3GPP TS 32.101 [2]). 
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Figure 5.2.1: 3GPP reference management model
Figure 5.2.2 illustrates the management architecture of mobile networks that include virtualized network functions (cf. 3GPP TS 28.500 [3]). 
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Figure 5.2.2: Management architecture of mobile networks that include virtualized network functions
5.3
Positioning

Figure 5.3.1 shows the possible positioning of ONAP/DCAE Collection Framework in the 3GPP management architecture of mobile networks that include virtualized networks. In this position, the ONAP/DCAE Collection Framework is part of the NM layer and acts as a consumer of information produced by EM (embedded into the DM as per System Context A or into the VNFs/PNFs as per System Context B) and transported over Itf-N. The ONAP/DCAE Collection Framework therefore takes the role of IRP Manager.

Editor’s note: definition of the IRP where the DCAE Collection Framework acts as IRP Manager is FFS.

[image: image11]
Figure 5.3.1: Positioning of ONAP/DCAE Collection Framework in 3GPP management architecture of mobile networks that include virtualized network functions.

In the rest of this document, the focus is put on analysing how and to which extent various types of information produced by VNFs, PNFs and DM/EM (e.g. alarm notifications, performance measurement results, configuration change notifications, etc.) can be consumed by ONAP/DCAE Collection Framework.

Note: In Figure 5.3.1, both System Contexts A and B (cf. [4] – clause 4.7] are represented, as deemed relevant for this study.

Any other interfaces / reference points than Itf-N that are represented in figure 5.3.1 are out of the scope of this study. In particular:

- the positioning of other parts of ONAP/DCAE than the Collection Framework wrt. 3GPP management architecture is out of scope of the present document;

- whether and how ONAP/DCAE and ETSI NFVO communicate via the Os-Ma-nfvo reference point is out of the scope of the present document.

6
Comparative analysis

6.1
Methodologies used to specify APIs / IRPs

Editor’s note: this clause compares the methodology used by 3GPP to specify their IRPs (NRM vs. Interface IRPs, Stage 1/2/3) and the methodology used by ONAP to specify their APIs.

6.2
Communication principles

Editor’s note: this clause compares communication principles in 3GPP (based on subscribe / notify) and their equivalent in ONAP DCAE. It also describes the two types of communication principles, respectively for streamed events and for batch data collection.

6.2.1
ONAP DCAE

In ONAP (cf. [16]), VNFs use REST calls to push measurement data to the DCAE VES Collector. The VES Collector validates, filters, and packages the received measurement data, and publishes the data to other components of the ONAP architecture. All VNF instances are provisioned with VES Collector address(es) so as to be able to send alarm notifications, event notifications, etc. to the VES Collector. ONAP does not offer subscribe / notify mechanism between DCAE / VES Collector and VNFs. Consequently, all possible notifications that can be issued by VNFs are to be sent out to the VES Collector.

Whatever the type of notifications sent to the VES Collector, they must all have a common header, whose schema is given in figure 6.2.1.1 (cf. [12]).
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Figure 6.2.1.1: ONAP DCAE VES Collector - Common event header schema
NOTE: ONAP DCAE VES Collector - Common event header schema Figure attribution [12].

The VES Collector is a RESTful collector for processing JSON messages; an example of a notification header, in JSON, is given in figure 6.2.1.2 (cf. [13]).
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Figure 6.2.1.2: ONAP DCAE VES Collector - Common event header example in JSON
NOTE: ONAP DCAE VES Collector - Common event header example in JSON Figure attribution [13].

6.2.2
3GPP reference management model

In the 3GPP reference management model, as specified in TS 32.301 [8], Network Elements (NEs) under management and element managers generate notifications of events about occurrences within the network. Different kinds of events carry different kinds of information. For instance, a new alarm (as specified in Alarm IRP: Information Service [11]) is one possible kind of event; an object creation (as specified in Basic CM IRP: Information Service [10]) is another possible kind of event.

Information of an event is carried in a notification. An IRPAgent (typically an EM or a NE or a VNF) emits notifications. IRPManager (typically a network management system) receives notifications. The purpose of Notification IRP [9] is to define an interface through which an IRPManager can subscribe to receiving notifications from an IRPAgent. The NotificationIRP offers the following capabilities:

# Notification mechanism subscription: the IRPAgent provides IRPManagers with the capabilities to subscribe and unsubscribe to the notification mechanism. An IRPManager can specify the types of notifications IRPAgent should emit to IRPManager during subscription, to specify filtering criteria that shall be applied by the notification mechanism. An IRPManager can subscribe several times in order to include in a subscription different types of notifications. An IRPManager can also request multiple subscriptions, which is equivalent, from the IRPAgent perspective, to multiple IRPManagers each providing one subscription;

# Subscription control: the IRPAgent may provide to IRPManagers capabilities to control its subscriptions. An IRPManager may then be able to check whether its subscription is still active or not, to know the details of a particular subscription and to know the list of all subscriptions it has opened;

# Notification control: in principle, notifications are forwarded to the IRPManagers as soon as they are available. The real-time forwarding of these notifications occurs via appropriate filtering mechanisms ("subscription" on CORBA interfaces in accordance with OMG event/notification service). Any IRPManager may be able to set and change filter criteria applicable during the life-cycle of one if its subscriptions in order to ensure that only the notifications which fulfil pre-defined criteria are sent. An IRPManager may also be able to enable and disable the emission of notifications corresponding to its subscriptions;

# Discovering: the IRPAgent may provide IRPManagers with a capability to discover the IRPs supported by the IRPAgent that are capable of sending notifications through the notification IRP. Those IRPs shall be identified with their version;

# Generic notification header: notifications are emitted by the Notification IRP. Those notifications can be defined in any other IRP (e.g. a notification for a new alarm as specified in 3GPP TS 32.111-2 [11] Alarm IRP: Information Service). All notifications emitted by the Notification IRP support the same header that contains enough information to identify the type of notification, the resource at the origin of the notification and the time of the notification.

The Notification Header, common to all types of notifications, is as defined here below (cf. 3GPP TS 32.302 [9]).
	Attribute Name
	Qualifier
	Comment

	objectClass
	M, Y
	It specifies the class name of the IOC. A network event has occurred in an instance of this class.

	objectInstance
	M, Y
	It specifies the instance of the above IOC in which the network event occurred by carrying the Distinguished Name (DN) of this object instance. This object may or may not be identical to the object instance actually emitting the notification.

	notificationId
	O,N
	This is an identifier for the notification, which may be used to correlate notifications. The identifier of the notification shall be chosen to be unique across all notifications of a particular managed object throughout the time that correlation is significant. it uniquely identifies the notification from other notifications generated by the subject Information Object.

If IRPManager receives notifications from one IRPAgent, IRPManager shall use the identifier of the notification and the objectInstance to uniquely identify all received notifications.

If IRPManager receives notifications from multiple IRPAgents and notifications of each Information Object are reported at most through one IRPAgent, IRPManager shall use the identifier of the notification and objectInstance to uniquely identify all received notifications.

If IRPManager receives notifications from multiple IRPAgents and notifications of one or more Information Objects are reported through two or more IRPAgents, IRPManager shall use the identifier of the notification together with objectInstance and the identity of IRPAgent (systemDN), to uniquely identify all received notifications. If the information systemDN is absent, IRPManager needs other means, which are outside the scope of this IRP, to determine the identity of IRPAgent.

How identifiers of notifications are re-used to correlate notifications is outside of the scope of this recommendation.

	eventTime
	M, Y
	It indicates the event occurrence time.  The semantics of Generalised Time specified by ITU-T shall be used here. 

	systemDN
	C, Y
	The systemDN of that notification shall carry either (1) the IRPAgent instance containing that Interface IRP instance, or (2) the DN of that particular Interface IRP instance responsible for the emission of the notification.

(1) If the IRPAgent contains single (not multiple) Interface IRP instance of a particular class, then the systemDN of a notification may carry the DN of the IRPAgent or DN of the subject Interface IRP instance. 

(2) If the IRPAgent contains multiple Interface IRP instances of the same class, then the systemDN of a notification shall carry the DN of a particular Interface IRP instance responsible for the emission of that notification.

Example of item (2) above:

-
Alarm IRP: IS specifies notifyNewAlarm. If there are multiple AlarmIRP instances under one IRPAgent, then the systemDN of notifyNewAlarm shall be present and carry the DN of the AlarmIRP.  

	notificationType
	M, Y
	The type of notification which is reported by the notification


The interface NotificationIRPNotification, defined in 3GPP TS 32.302 [9]), doesn't define any specific notification but instead defines information that is commonly found in notifications defined by other IRPs. This information is called notificationHeader. Notification interfaces defined in other IRPs, such as Alarm IRP: IS (3GPP TS 32.111‑2 [11]), shall inherit from this interface and define their notifications by:

-
Identifying and qualifying the Notification Header attributes for their use;

-
Specify additional attributes specific to their use.

6.2.3
Comparison

The table below provides a high-level mapping between the ONAP common event header fields (in first column) and the 3GPP Notification IRP notification header fields with similar functions (in second column).

	ONAP

Fields common to all events
	Potential mapping to 3GPP TS 32.302 [9])

Notification IRP notification header fields

	domain (required): the eventing domain associated with the event.
	Nothing similar in Notification IRP notification header fields.



	eventId (required): event key that is unique to the event source.
	Similar to notificationId.

	eventName (required): unique event name
	In case of domain = ‘fault’, eventName could be mapped to notificationType for alarm notifications.

Actual values of notificationType are specified in other IRPs. Example: in 3GPP TS 32.111-2 [11], the following actual notificationType values are specified: “notifyNewAlarm”, "notifyChangedAlarm", etc.

	eventType (optional): for example: applicationVnf, guestOS, hostOS, platform
	Nothing similar in Notification IRP notification header fields.

Note: NFVI related event types are out of the scope of the present document.

	internalHeaderFields (optional)
	No definition of this field could be found.

	lastEpochMicrosec (required): the latest unix time aka epoch time associated with the event from any component as microseconds elapsed since 1 Jan 1970 not including leap seconds
	See eventTime, which does not distinguish the start time of the event from its end time.

	nfNamingCode (optional): 4 character network function type, aligned with vnf naming standards
	Nothing similar in Notification IRP notification header fields.

	nfcNamingCode (optional): 3 character network function component type, aligned with vfc naming standards
	Nothing similar in Notification IRP notification header fields.

	priority (required): processing priority
	Nothing similar in Notification IRP notification header fields.

	reportingEntityId (optional): UUID identifying the entity reporting the event, for example an OAM VM. 
	Similar to systemDN.

	reportingEntityName (required): Name of the entity reporting the event, for example, an EMS name.  May be the same as the sourceName.  
	Nothing similar in Notification IRP notification header fields.

	sequence (required): Ordering of events communicated by an event source instance (or 0 if not needed)
	Nothing similar in Notification IRP notification header fields.

	sourceId (optional): UUID identifying the entity experiencing the event issue
	Similar to objectInstance.

	sourceName (required): Name of the entity experiencing the event issue
	Nothing similar in Notification IRP notification header fields.

	startEpochMicrosec (required): The earliest unix time aka epoch time associated with the event from any component as microseconds elapsed since 1 Jan 1970 not including leap seconds
	See eventTime, which does not distinguish the start time of the event from its end time.

	version (required): version of the event header
	Nothing similar in Notification IRP notification header fields.


6.3
Handling of alarm / event notifications

Editor’s note: this clause compares alarm and event notification emissions over 3GPP Itf-N and VES handling of streamed events.

6.4
Handling of performance data collection

Editor’s note: this clause compares performance data collection over 3GPP Itf-N and VES handling of batch data.

6.4.1
ONAP DCAE

In ONAP (cf. [16]), VNFs use REST calls to push measurement data to the DCAE VES Collector. The VES Collector validates, filters, and packages the received measurement data, and publishes the data to other components of the ONAP architecture. All VNF instances shall be provisioned with VES Collector address(es) so as to be able to send measurement data, in the form of event records, to the VES Collector.

The ONAP data model for event records consists of a Common Header, followed by records containing measurement data.  In ONAP, measurement data may be of two kinds (cf. [17]):

- ‘Technology independent’ - these include Fault, Heartbeat, State Change, Syslog, Threshold Crossing Alerts, and measurements related to VNF scaling;

- ‘Technology specific’ - these include records related to Mobile Flow, Signalling and Voice Quality.

Both the Technology Independent and Technology Specific records are extensible.

Each technology-specific measurement data specification allows additional fields (name/value pairs) for extensibility. 

In addition, technology specific measurement data can be extended to support other types of records (e.g. Network Fabric, Security records, etc.). In such cases, the VNF providers can use these VNF-specific additional fields to provide additional information that may be relevant to the managing systems. A placeholder for additional technology specific areas of interest to be defined in the future documents has been depicted.

This placeholder potentially leaves room for 3GPP to define performance measurement data for 3GPP technologies (GERAN, UTRAN, E-UTRAN).
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Figure 6.4.1.1: ONAP R1 DCAE VES Collector – Technology-specific measurement data
NOTE: ONAP R1 DCAE VES Collector – Technology-specific measurement data Figure attribution [14].

6.4.2
3GPP Performance Management

3GPP performance measurement data are specified on a per-technology basis, i.e. for GERAN, UTRAN, and LTE technologies, and, for each technology, for the radio access network part and for the core network part (cf. [15] – clause 7.1.2).

Up to LTE included, the Performance Management IRP (cf. 3GPP TS 32.41x series) enables an IRP Manager to start / pause / resume / stop performance jobs on network elements of the 3GPP network. When initiating a PM job, IRP Manager specifies the network functions on which the PM job is to be launched, the name of measurements to be collected, granularity period, collection period, etc. as well as threshold values, enabling IRP Agent to issue notifications when actual performance measurement values reach or cross those threshold values.

Performance measurement data are made available to the NM layer via files (cf. 3GPP TS 32.34x series – File Transfer IRP). Prior to this, NM layer applications willing to be informed of the existence of such files have to subscribe to the relevant notifications.  

6.4.3
Comparison

In 3GPP, up to LTE included, performance measurement jobs are launched from an NM layer application on network functions, via DM or not. Performance measurement job parameters include start time, end time, identifiers of network function instances on which to collect the performance measurements, name of performance measurements to be collected, granularity period (i.e. the periodicity at which the measurements are collected), reporting period (i.e. the periodicity at which the measurement results are made available to the NM layer application). When measurement results are available, i.e. at the end of each reporting period, a notification (‘Notify File Ready’) is sent out to the NM layer application(s) which subscribed to such notifications, and which can then retrieve this measurement data via file transfer mechanisms.

In ONAP, virtualized network functions and services are designed within the ONAP Design Time Framework based on information supplied by the VNF provider about parameters, metrics, and KPIs exposed for resource and application management.  Performance jobs are not launched from the ONAP/DCAE, the reason why the comparison of how performance jobs are launched in 3GPP compared to in ONAP not in the scope of this document.

In ONAP Release 1, only the VES Collector can collect performance measurements via its REST streaming API. The Batch Collection Framework, which would correspond to the 3GPP file-based performance measurement data collection mechanism, is not yet available.

To summarize, a potential integration of 3GPP performance measurement data collection into ONAP/DCAE R1 would require the following:
- some ONAP component provides, at instantiation time, the list of parameters corresponding to performance measurement to be collected during the life time of VNF instances;
- VNF instances or EMs have the capability to send their performance measurement data in a streaming manner to the ONAP/DCAE VES Collector;

- the ONAP/DCAE VES Collector API has been extended with the definition of 3GPP technology-specific measurement data definitions.
6.5
Miscellaneous

6.5.1
Heartbeat / Communication surveillance

Editor’s note: this clause compares how the communication between the consumer and the producer of e.g. notifications is kept under surveillance.

6.5.2
Naming aspects

Editor’s note: this clause addresses naming principles related to both architectures and analyse potential differences.

6.5.3
REST APIs

Editor’s note: this clause compares how REST APIs are specified in ONAP R1, compared to how 3GPP SA5 recommendations for specifying REST Solution Set definition. Also, it compares both approaches wrt. Richardson Maturity Model.

6.5.4
XXX

Editor’s note: this is FFS.

7
Conclusion

8
Recommendations
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