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1
Decision/action requested

The group is requested to agree to the proposed changes.
2
References

[1]
3GPP TR 28.802 V1.1.1 (2017-10) Study on management aspects of next generation network architecture and features

3
Rationale

This pCR is intended to clean up Editor’s Note in TR 28.802.
4
Detailed proposal

It is proposed to make the following changes to TR 28.802 [1].
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2
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4.2
QoE measurement collection

One main motivation of mobile network evolution is to improve the user experience, so the user experience evaluation at UE side is vital to network operators, especially when the operators provide some real-time services which require high date rate and low latency, for example, operators regard streaming services (typically video services) as the key booster of the commercial outstanding performance growth rate, customers' experience should be focused on.

There may have following two mechanisms for operators to know the user experience at UE side:

1)
UE sends QoE info to the application servers via user plane path, for example, the application software installed in smartphone can realize this way. This way does not require extra functionality from network, but it costs extra expense of end user, and also lead to that network operators are shielded from these QoE information.

2)
Network collects QoE measurement via control plane path. This way enables operators can control who, when, where and how often to collect QoE measurements, for the needs may vary from place to place.

Video streaming information for QoE evaluation is specified in [7]; the QoE Measurement Collection for streaming service in UTRAN is specified in [6], and the QoE Measurement Collection for streaming service in E-UTRAN is specified in [x].
4.3.1
NR deployment option 3/3A/3X 
In 5G initial deployment phase, a likely scenario is to deploy NR according to NR deployment option 3/3A/3X (i.e. LTE-NR Dual Connectivity via EPC scenario): LTE eNB and non-standalone gNB are assumed to have the role similar to MeNB and SeNB respectively. Since LTE eNB as MeNB is already connected to EPC, leveraging EPC can further drive cost effective and early launch of the NR service for eMBB. 

4.3.2
NG-RAN architecture 

According to NG-RAN architecture definition in TS 38.300 [8], An NG-RAN node is either a gNB (providing NR RAT towards the UE) or an ng-eNB (providing E-UTRA RAT towards the UE). The Xn and NG interfaces are used for NG-RAN nodes interconnection and connections towards the 5GC respectively. The NG-RAN overall architecture is illustrated in Figure 4.3.2-1 [8] below. 
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Figure 4.3.2-1: NG-RAN overall architecture
4.3.3
NG-RAN deployment options 
When the 5GC is introduced, depending on possible existing early 5G network and 5G deployment strategy, operator can establish NG-RAN with one or more deploying options, including:

-
Option 2: Standalone gNB is connected to the 5GC.

-
Option 4/4A: the gNB is connected to the 5GC with non-standalone ng-eNB. The non-standalone ng-eNB's user plane connection to the 5GC goes via the gNB (Option 4) or directly (Option 4A).

-
Option 5: the standalone ng-eNB is connected to the 5GC.

-
Option 7/7A, the ng-eNB is connected to the 5GC with non-standalone gNB. The non-standalone gNB's user plane connection to the 5GC goes via the ng-eNB (Option 7) or directly (Option 7A).

NG-RAN option 2, 4, 5 and 7 are specified in 3GPP TR 38.801 [3].

An ng-eNB can be connected to either 5GC only or both EPC and 5GC simultaneously.

4.3.4
Functional Split of the gNB

According to NG-RAN architecture specified in TS 38.401 [9], gNB may consist of a gNB-CU and gNB-DUs, this leads to two gNB deployment scenarios, as described in the following:

1)
Deployment scenario of gNB without functional split.


The gNB is deployed without functional split, this deployment scenario is similar to the current eNB deployment. 

2)
Deployment scenario of gNB with functional split.


The gNB's functions are distributed over different locations, namely DU (Distributed Unit) and CU (Central Unit). The study on splitting the RAN architecture into CU (Centralized Unit) and DU (Distributed Unit) has been specified in TR 38.801 [3]. As mentioned in the conclusion on functional split between CU and DU of the TR, two approaches are identified:

-
Higher Layer Split:

The architecture and the F1 interface between a gNB-CU and a gNB-DU are defined in TS 38.401 [9].
-
Lower Layer Split.
The architecture of NG-RAN composed of gNB with CU-DU split is illustrated in figure 4.3.4-1 [9] below.
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Figure 4.3.4-1: Architecture of NG-RAN composed of gNB with CU-DU split

According to TS 38.401 [9], the relationships among gNB, gNB-CU and gNB-DU are specified as following: 

a)
One gNB with CU-DU split consists of one gNB-CU and one or multiple gNB-DUs.

b)
A gNB-CU and a gNB-DU is connected via F1 logical interface.

c)
One gNB-DU is connected to only one gNB-CU.

d)
One gNB-CU can belong to only one gNB, one gNB-DU can belong to only one gNB.

e)
gNBs can be interconnected through the Xn interface.

f)
gNB is connected to the 5GC through the NG interfaces.

g)
For a gNB with CU-DU split, the NG and Xn-C interfaces are terminated in the gNB-CU.

h)
The gNB-CU and connected gNB-DUs are only visible to other gNBs and the 5GC as a gNB.
4.4
5GC architecture

In the 5G system architecture specified in TS 23.501[2], besides CP and UP separation, 5GC control plane is modularized into multiple NFs to enable flexible deployment and efficient network slicing. Meanwhile, the service based architecture is introduced in 5G control plane to further enable the flexibility, so the interaction between network functions of 5GC is described in following two representations: 
-
Reference point representation

-
Service-based interface representation
Also, the identified data storage functions (i.e. UDSF and SDSF) are presented in data storage architecture diagram.

5GC architecture is documented in TS 23.501 [2].
4.5
SON evolution for 5G

How to apply SON concept for 5G network management.
LTE SON has been primarily focused on several use cases affecting the RAN. There are increasing network dimension and complexity in 5G networks, especially considering the multiple services/devices/tenants in 5G networks. SON supporting for 5G should be considered.

4.6
Management support for functionality supporting for edge computing
Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. 

The 5G core network may expose network information and capabilities to an Edge Computing Application Function. The functionality supporting for edge computing includes, see 3GPP TS 23.501 [2]:
-
Local Routing: the 5G Core Network selects UPF to route the user traffic to the local Data Network.

-
Traffic Steering: the 5G Core Network selects the traffic to be routed to the application servers in the local Data Network.

-
Session and service continuity to enable UE and application mobility.

-
User plane selection and reselection, e.g. based on input from Application Function.

-
An Application Function may influence UPF (re)selection and traffic routing as described in clause 5.6.7 [2].

-
Network capability exposure: 5G Core Network and Application Function to provide information to each other via NEF as described in clause 7.4 or directly as described in clause 7.3 [2].

-
QoS and Charging: PCF provides rules for QoS Control and Charging for the traffic routed to the local Data Network.

From 3GPP network management point of view, some of the above functionality may need the management supporting to align with the architecture of 5G.


	End of 3rd modified section
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5.6
Management support for edge computing

5.6.1
Introduction
Edge computing, as one of the key emerging technologies for 5G networks, helps satisfying the demanding 5G requirements of high data throughput, low latency, high scalability and automation.

The edge computing represents a major new business potential to the Mobile Network Operators. It opens up the opportunities where the MNOs can introduce new and innovative services in the most flexible and efficient way, allowing their fast trialing and deployment. In the 5G era the computing at the edge may even be the only feasible approach for delivering the promise of ultra-low latency, deployment flexibility and unparalleled user experience. 

The following figure summarizes the benefits of the edge computing.
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Figure 5.6.1-1: Stakeholders and benefits of the edge computing

From management point of view, management support for edge computing includes the following aspects:

a)
Management of 5GC NFs supporting edge computing:


In 5G network, some 5GC NFs provide the functionality supporting for edge computing, see clause 5.13 of TS 23.501 [2]. As an example, the 5GC network functions SMF, PCF and UPF provide the local routing functionality to let the 5G Core Network select UPF to route the user traffic to the local Data Network, see TS 23.501 [2]. Another example is, to provide traffic steering, the network functions SMF, PCF and UPF select the traffic to be routed to the application servers in the local Data Network, see TS 23.501 [2].


The management of these 5GC NFs would ensure the successful providing of edge computing.

b)
Management support for edge computing services:


The 5G network function services are specified in clause 7 of TS 23.501 [2].


Edge computing enables operator and 3rd party services to be hosted close to the UE's access point of attachment, so as to achieve an efficient service delivery through the reduced end-to-end latency and load on the transport network. To support the abundant edge computing services which are provided by edge computing AFs and 5GC NFs supporting edge computing, efficient management support for edge computing services needs to be provided together with the management of other 5G NF services.

NOTE 1: 
The related management work in other SDOs (ETSI ISG MEC, ETSI ISG NFV) should be considered in the normative phase to avoid any duplicated work.
NOTE 2: 
Whether the management of edge computing AFs is needed in SA5 isnot determined in the present document.
	End of 4th modified section
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7
Potential solutions

7.1
Collecting QoE information

7.1.1
Collecting QoE information from end user services

As NR is a mobile data network, it is very important for the operator to optimise the mobile network according to the needs of the end user services. So it is foreseen that a similar function will be developed for NR. 
The management solution should be the same regardless of which 3GPP mobile system the QoE collection is implemented in. So the use case(s), requirement(s) and the solution should be valid for older generations of mobile systems as well as 5G-RAN.

Proposed management solution:

A new interface IRP should be developed for collecting the QoE information. It should contain:

-
An operation for activation of collection QoE information to be sent to the appropriate traffic node including what QoE information is to be collected, an address to a collection point where the QoE information is to be collected.

-
An operation for deactivation of collection QoE information to be sent to the appropriate traffic node including what QoE information is to be stopped.

-
An operation for listing requested QoE collections to be sent to the base stations that should answer with what QoE collections has been requested.

-
An operation for listing active sessions that are collecting QoE information to be sent to the base stations that should answer with what sessions has QoE collection ongoing.

-
A notification for when a QoE collection job has become active.

The base station requests the QoE information collection towards the UE. It should be possible to execute more than one QoE information collection simultaneously in the UE. 

The QoE information collections should survive handover within a PLMN.

A specification that describes the feature from end to end should be developed.

The solution is intended to be used for previous 3GPP systems that supports this function.



The solution detail (e.g. collected performance information detail, the mechanism to propagate the request to the appropriate UE) need to be addressed during the normative phase.
7.1.2
Collecting QoE information from end user services from a specific user

Proposed management solution:

The new interface IRP solution in clause 7.1.1 should be extended with the following capability:

-
An operation for activation of collection QoE information to be sent to the appropriate traffic node including what QoE information is to be collected for one or several specified user(s)/UE(s), an address to a collection point where the QoE information is to be collected.

A Core Network node that can identify individual users/UEs and what services they use requests collection of the QoE information collection towards the UE via intermediate nodes. It should be possible to execute more than one QoE information collection simultaneously in the UE. 

The QoE information collections should survive handover within a PLMN.

A specification that describes the feature from end to end should be developed.

The solution is intended to be used for previous 3GPP systems that supports this function.

Cooperation is needed with SA4 to specify what performance information should be collected. Cooperation with RAN2 is needed for propagating the request to the UE and for the UE to deliver the requested information. Cooperation RAN3 and possibly CT WGs are needed for propagation of the request on traffic interfaces (if that is needed).

7.2
Management of NR deployment option 3/3A

As NR option 3 relies on legacy E-UTRAN and EPC, so the management solution for NR option 3 should support E-UTRAN and EPC management simultaneously. Also, considering NR option 3 is developed for "early deployment" of 5G service with limited features, and would be migrated to 5G-RAN in short term, so the potential solution for non-standalone gNB management should fulfil severe time-to-market requirement, and minimize the deployment efforts.

Proposed management solution for NR option 3 is to enhance existing E-UTRAN management solution to adapt non-standalone gNB management requirement, with reusing existing management solution as much as possible. 

In order to support configuration management of NR option 3, a new NRM IRP should be developed to support configuration management operations on the non-standalone gNB. The non-standalone gNB NRM IRP should contain: 

-
IOC for the non-standalone gNB, represents the non-standalone gNB functionality specified in NR option 3/3A, with attribute which can be used for identifying the non-standalone gNB and option 3 or option 3A used. Also, the relationship with IOCs of E-UTRAN and EPC need to be clarified.

NOTE: 
The IOC definition for non-standalone gNB with functional split can refer to NR NRM definitions (see sub-clause 7.3.1.3).
-
IOC for NR Cell, represents the common properties of a NR cell. And the interworking relationships between NR cell with other RAN need to be clarified.
-
IOCs for non-standalone gNB related reference points, including Xx reference point and S1-U reference point involved in NR option 3A.

Meanwhile, above IOCs associated to existing E-UTRAN NRM and EPC NRM need to be added to corresponding NRM IRP specifications.

7.3
Management of NR

7.3.1
NR NRM

7.3.1.1
Introduction

Depending on the functional split, there have two gNB deployment scenarios: gNB without functional split and gNB with functional split, the corresponding NRM of gNB may be varied.

Note: 
The detail design of NR NRM will be decided in the normative phase.
7.3.1.2
NRM for gNB without functional split

The NRM for gNB without functional split can be similar to that of eNB in LTE.

7.3.1.3
NRM for gNB with functional split

According to the NG-RAN architecture description specified in TS 38.401[9], the gNB with functional split is only visible as a gNB to other gNBs and the 5GC, so NRM for gNB with functional split is expected to be represented by an IOC that supports such visibility:
-
Capture the composition of its split functions.

-
Reflect the NG and Xn-C interface description which connect to the 5GC and other gNBs respectively. 
-
Maintain the NRM of NR, NG-RAN, 5GC or other interworking NFs stable when adopting of potential new functional split options. 

Note: The study on gNB functional split options can be found in TR 38.801 [3]. 

Based on abovementioned analysis, there have at least following non-mutually exclusive solutions for NRM for gNB with functional split:

1)
Solution 1: NRM for gNB with functional split includes an IOC containing other IOCs representing gNB split functions (e.g. GNBCUFunction and GNBDUFunction).
2)
Solution 2: NRM for gNB with functional split includes an IOC without containing IOCs representing gNB split functions. In this case, the IOC includes functional split information.
7.3.2
Performance management for NR

As NR is brand-new radio access technology supported by a new NG-RAN node, new performance measurements and KPIs for NR need to be defined particularly. The NR performance measurement definitions should support management for various NR deployment options (both standalone gNB and gNB in dual-connectivity mode) and various gNB architecture options (i.e. gNB without functional split and gNB with functional split). 

Depending on gNB functional split option and corresponding NR NRM definitions, the NR performance measurements for gNB with functional split may be defined with various granularity of measurement objects.
7.3.3
Fault management for NR

Depending on the NR functional split options and corresponding NR NRM definitions, NR related alarms can be collected from different monitored entities.

7.4
Management of ng-eNB

As another type of NG-RAN node, the ng-eNB is similar to the gNB from the perspective of 5G architecture, so the potential gNB management solutions would be applicable to ng-eNB after addressing following differences: 

1) The radio access technology (RAT) towards UE: the ng-eNB provides E-UTRA RAT towards UE while gNB provides NR RAT towards UE.
2) The core network connectivity: the ng-eNB can connect to 5GC and EPC simultaneously or 5GC only, also, ng-eNB can connect to 5GC via multiple connectivity options (refer to option 4, 5, 7 defined in TR 38.801 [3]).

3) Functional split: the ng-eNB would not support functional split, or support different functional split option from the one defined for the gNB.

The abovementioned first two differences lead to ng-eNB management have closer relationship with existing E-UTRAN management data definitions (e.g. E-UTRAN cell IOC definition in E-UTRAN NRM or E-UTRAN performance measurements on E-UTRAN cell level), so management data (including NRM, performance measurements and KPIs) definitions for ng-eNB may take existing E-UTRAN management data definitions as a reference, besides keeping aligned with NR management data definitions. 
7.5
Management of 5GC

7.5.1
Configuration management of 5GC

7.5.1.1
NRM for 5GC

In order to support configuration management of 5GC, a new NRM IRP should be developed to support configuration management operations on 5GC NFs. The 5GC NRM IRP should contain:

· IOCs for each type of 5GC network function, including AMF, AUSF, NEF, NRF, PCF, SMF, UDM, UPF and N3IWF. The attribute of these IOCs should be able to show the supported network slice information. Also, the relationship with IOCs for network slices or network slice subnets need to be clarified. 

· IOCs for 5GC related reference points between 3GPP managed NFs, including N2, N3, N4, N7, N7r, N8, N9, N10, N12, N13, N14, N15, N16 and Nx reference point.
· IOCs for service-based interfaces insides 5GC, including Namf, Nausf, Nnef, Nnrf, Npcf, Nsmf and Nudm.
· IOCs for 5G QoS, including 5QI.

· IOCs for each type of 5GC network function pool or service area (e.g. AMF Set and AMF Region).

Meanwhile, 5GC NRM IOCs associated to existing EPC NRM (e.g. IOC of AMF or Nx reference point) need to be added to the corresponding NRM IRP specifications.

Also, in order to support interworking between 5GS and EPC/E-UTRAN, several dedicated NEs with co-located 5GC NF and EPC NF (such as PCF+PCRF, SMF+PGW-C, UPF+PGW-U and UDM+HSS) are specified, so it is expected that 5GC NRM is aligned with existing EPC NRM to facilitate a seamless coexistence with 5GC and EPC management system.

7.5.1.2
NRM for 5GC data storage architecture

According to 5GC data storage architecture defined in TS 23.501 [2], 5GC architecture allows any NF to store and retrieve its unstructured data into/from a UDSF. Also, like UDC in EPC, 5GC architecture allows UDM, PCF and NEF to store data in UDR. The NRM definition for UDSF and UDR have following characteristics:

· According to 5GC architecture defined in TS 23.501 [2], the connections to UDSF have not been depicted in the point-to-point 5GC architecture diagrams because any NF can interact with the UDSF as necessary, so the class diagram of UDSF in 5GC NRM would be depicted with link to unspecified NFs, Similar to UDSF, UDR can be interacted from multiple types of NF, so the class diagram of UDR in 5GC NRM can be treated in same way with UDSF.

· Besides possible ambiguous link information, the definition of IOC for UDSF or UDR may include some more information used to determine the possible link provided, such as vendor id, storage type, and etc.

7.5.1.3
NRM for NRF and NEF

Because NRF and NEF have very similar connectivity characterise with UDSF and UDR in 5GC architecture point of view, so NRM for NRF or NEF can use NRM definition for UDSF and UDR as a reference.
7.5.1.4
NRM for AMF Set management

The 5GC NRM IRP should support AMF Set management. The definition of AMF Set in 5GC is some similar with the definition of MME Pool in EPC. But because the 5G characteristic of network slicing, compared to the definition of IOC MMEPool and MMEPoolArea [10], there have some differences on the relationship between AMF Region, AMF Set and AMF, i.e. one AMF Region consists of one or more AMF Sets and one AMF Set consists AMFs serve the given network slice(s), which is shown in following comparison table.

Table 7.5.1.4-1: Comparison table between AMF Set and MME pool
	Counterpart IOC Name
	AMFSet
	MMEPool

	IOC Definition
	One AMF Set consists of one or multiple AMFs that serve the given area and network slice
	An MME Pool consists of one or more MME nodes. A particular node can be a member of one and only one MME Pool

	Counterpart IOC Name
	AMFRegion
	MMEPoolArea

	IOC Definition
	One AMF Region consists of one or more AMF Sets,
	One MME Pool Area can be served by at most one MME Pool.


When defining IOC AMFSet and AMFRegion in 5GC NRM, we can use the definition of IOC MMEPool and MMEPoolArea in EPC NRM [10] as a reference, as well as addressing the abovementioned differences shown in the Table 7.5.1.4-1.
7.5.2
Performance management of 5GC

The existing PM IRP can be reused for collection and monitoring of 5GC performance measurements data. 

In order to support identified performance management requirement, following specific issues should be addressed via appropriate definition on 5GC performance measurements.

· In order to support AMF Set management, object of AMF performance measurements related to radio access should be on TA level or even smaller granularity, then operator can derive KPI on a specific geographical area (or radio access network) via aggregating performance data from each AMF instance in the related AMF set
7.5.3
Fault management of 5GC

The existing alarm IRP can be reused for collecting alarms from 5GC NFs.
7.6
Edge computing management

7.6.1
Management of functionality supporting edge computing

For management of 5GC NFs supporting edge computing, the management solution of 5GC in clause 7.5 is applicable.


	End of 5th modified section
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�I would reword this entirely, it is not appropiate for a specification to write about future work with other 3GPP groups, just to write what is recommended and open issues for future normative work. 
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