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1. Introduction

The IVAS codec will address a diverse set of use cases. It will therefore require support for many audio formats to enable them. On the other hand, it can be expected that mobile devices will continue to represent a significant portion of the market relevant for 3GPP services. The audio formats should thus be considered with this scope in mind. It is known that these devices present a specific set of challenges for high-quality capture of sound scenes and the creation of audio formats required for the new immersive voice and audio services. For these reasons, the source has proposed [1] the metadata-assisted spatial audio (MASA) format. MASA particularly helps in providing the best possible immersive audio stream from the mobile capture device to the IVAS codec. Furthermore, it can be argued that it can provide an implementation-friendly extension over mono and stereo voice and audio.

In this contribution the source addresses the open issues that have been identified for the MASA format for IVAS. While agreement on the spatial metadata parameters will still likely require further discussion, progress on the format itself, including its status in IVAS Design Constraints, will be helpful in meeting the time plan for the project.
2. MASA status and open issues

The current status for the MASA format is captured in IVAS-4 [2]: 

· [Spatial audio, [N] channels and spatial metadata defined by [TBD].]

[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]
Summarizing the discussion on audio streams or channels, the proposal by the source has been to support at least N = 2 channels. Further values being discussed for N are 1 and 4.

In [3], potential spatial metadata parameters for MASA format were discussed. Table 1 summarizes the set of parameters that has so far been addressed in the discussion. For more details, please see Tdoc S4-180462.
Table 1. Spatial metadata parameters [3]

	Field
	Bits
	Description

	Direction index
	16
	Direction of arrival of the sound at a time-frequency parameter interval. Spherical representation at about 1-degree accuracy.

Range of values: “covers all directions at about 1° accuracy”

	Directional energy ratio
	8
	Energy ratio for the direction index (i.e., time-frequency subframe).

Calculated as energy in direction / total energy.

The remainder of the energy is non-directional.

Range of values: [0.0, 1.0]

	Spread coherence
	8
	Spread of energy for the direction index (i.e., time-frequency subframe).

Defines the direction to be reproduced as a point source or coherently around the direction.
Range of values: [0.0, 1.0]

	Surround coherence
	8
	Coherence of the non-directional sound over the surrounding directions.

Range of values: [0.0, 1.0]

(Parameter is independent of number of directions provided.)

	Distance
	8
	Distance of the sound originating from the distance index (i.e., time-frequency subframes) in meters on a logarithmic scale.

Range of values: for example, 0 to 100 m.

(Feature intended mainly for future extensions, e.g., 6DoF audio.)


To complete the definition of the MASA format for IVAS, it is the understanding of the source that agreement is needed on:

· Number of supported downmix channels N;

· Set of spatial metadata parameters;

· Supporting metadata (such as Table 2 in [3]).

Out of these items, the source considers that further input can still be expected on the spatial metadata parameters. The supporting metadata will also need to be defined, and further input there can be useful. In particular, the amount of flexibility in defining the time-frequency resolution is open. A related matter to be agreed on is the number and sizes of the frequency bands. This contribution does not address these open issues.

Furthermore, the source considers that progress can be made to reach agreement on the audio format itself. For the format, the following open issue have been identified in the discussions: 

· How to achieve synthesis of audio based on the format?

· How to access example signals according to the format?
In this contribution, these two open issues are addressed.

3. MASA example implementation

In order to progress the two main open issues for the MASA audio format, the source has created an example implementation for MASA generation and synthesis. This example implementation is based to a large degree on public information. The input audio generation and processing are furthermore based on tools that are well-known in the immersive audio research community and commercially available for all interested parties.

The Matlab scripts of the example implementation takes as input 32 channels of audio that are captured using the Eigenmike microphone array. The analysis part of the processing scripts produces an example MASA format consisting of two channels and spatial metadata. The synthesis part then synthesises this MASA format audio into either a 5.1 or 7.1+4 loudspeaker configuration.

3.1 Example MASA metadata

The example scripts produce metadata that closely follows the specification presented in this and previous documents. However, there are some simplifications in the example implementation.

The following parameters are not fully implemented:

· For ‘TF blocks’ parameter, tfBlocks, only a default value of 6 is used.
· Parameter for ‘Number of directions’, numberOfDirections, supports only one analysed direction in the example implementation.
· ‘Channel configuration’ parameter, channelConfig, is not used.
· ‘TF divisor’ parameter, tfDivisor, supports only “mode 1” (24 TF subframes, 20 ms slots, 24 frequency bands) in the example implementation.
· ‘Distance’ parameter, distance, is not analysed/synthesised in the example implementation.
3.2 Example capture, microphone array, and analysis

The example capture is based on the Eigenmike microphone array [4]. This is a well-understood spherical microphone array that is commercially available and that has publicly available processing methods for generating the FOA signal, which is used in the example analysis. This choice has the additional advantage that it allows interested parties to experiment with the example analysis methods, e.g., in context of other spherical arrays in a reasonably straightforward manner.
The example capture processing converts the 32 Eigenmike microphone signals into FOA for parametric analysis. This analysis is based on the most basic publicly available formulation of Directional Audio Coding (DirAC) using short-time Fourier transform (STFT). The default time-frequency parameters for this processing are: 20 ms frame length (at 48 000 kHz sampling rate) and 24 frequency bands on a Bark scale. Example analysis of coherence parameters has also been implemented for this processing although it is not part of any public DirAC formulation. As the output, the capture analysis produces a PCM file containing a 2-channel transport signal (two microphones selected from the Eigenmike) and a corresponding ‘.met’ metadata file that contains the metadata in binary format.

3.3 Example synthesis
The example synthesis processing is similarly based on the most basic publicly available formulation of DirAC using STFT. Default time-frequency parameters are the same as in the analysis. Similar to analysis, synthesis for coherence parameters has been added. The synthesis uses a pre-calculated VBAP-table (vector base amplitude panning) for directional synthesis and a pre-calculated decorrelation filter bank for diffuse synthesis. The inputs for the synthesis script are the PCM file and the metadata file produced by the analysis. The output is a wave file with loudspeaker rendering. Supported loudspeaker layouts are 5.1 (ITU-R [5]) and 7.1+4 (CICP index 19). The LFE channel is not synthesized, and a zero channel is instead added for LFE after the synthesis.

3.4 Discussion 

The MASA example implementation provides a Matlab toolbox for hands-on experimentation with the MASA format and allows, e.g., for testing of additional metadata parameters. It provides guidance to understand the synthesis based on a parametric format, and enables processing of newly captured audio or existing material into a MASA format. The audio capture in this example system is based on a well-understood commercial device that avoids the complications observed with the practical mobile device capture. In part this enables the use of scientifically proven public methods wherever possible for both the analysis and synthesis. This also helps to allow the IVAS proponents to focus on the aspects relevant for the codec without a need to study and evaluate proprietary microphone array examples.
The MASA format particularly targets immersive audio capture with mobile devices. It tackles the difficulties in obtaining immersive formats such as FOA/HOA from practical mobile devices with irregular microphone array configurations. The quality gap between the formats has been previously demonstrated with listening test results [1, 3] that are based on 3-microphone and 4-microphone mobile phone implementations.

With the system of the presently described example implementation, on the other hand, it is straightforward to obtain FOA/HOA without facing the same challenges that compromise the spatial audio quality. While it is then technically possible to compare the MASA example from an Eigenmike capture against the FOA/HOA signals from the same Eigenmike capture, it is important to consider both the purpose of the example implementation and main target application for the format itself when doing such comparison. Based on listening experiments by the source, the overall sound of the synthesis by the example software differs from the FOA/HOA sound, and the example seems to provide no quality benefit over the FOA signal for the Eigenmike microphone array capture. Moreover, it is to be understood that the analysis and synthesis methods used in the example implementation are largely based on the basic level public references, and the resulting quality can generally be improved by using more sophisticated methods. 

In summary, the example implementation addresses concerns on how to achieve synthesis based on a MASA format input and how a proponent can gain access to example signals according to the format.

Additional considerations on the spatial metadata parameter definition are left for further study and potential future inputs.

3.5 Availability of the example implementation

The IVAS MASA Example Software package is available for download by invitation. For arranging access to the software, please contact:

Nokia Technologies Oy

Lasse Laaksonen

lasse.j.laaksonen@nokia.com
4. Summary and proposal
In this contribution the source has identified open issues for MASA or the ‘Spatial audio’ format based on channels and spatial metadata. The open issues can be separated into two fairly separate categories. The first category relates to the overall format, while the second category relates to exact definitions of aspects of the format such as the spatial metadata parameters, their resolutions, and so on. The source has in this contribution addressed the open issues specifically relating to the use of the MASA format. An example implementation that the source makes available to interested parties (e.g., IVAS proponents) provides information on how to analyse and synthesise audio according to an example MASA format with Matlab tools for transforming an Eigenmike capture into a MASA representation and synthesising it to one of two loudspeaker configurations. The example implementation thus allows for practical experimentation with the format and, e.g., evaluation and development of improvements such as potential new spatial metadata parameters.

The source considers that the open issues for the ‘Spatial audio’ format are addressed through the MASA example implementation. With future meetings in mind, the source further believes that progress can be better achieved on the remaining open issues, when the status of the format for the IVAS codec is clear. Thus, it is proposed to update the IVAS Design Constrains by including the format and agreeing on support of at least 1 and 2 channels.

The corresponding changes in the IVAS-4 permanent document are as follows:
	Audio Formats


	The IVAS codec shall support the following [input] formats:

· Channel-based audio, including mono (1.0), stereo (2.0), surround (5.1 and 7.1), [surround + height (5.1+4 and 7.1+4), TBD]

· Scene-based audio, first-order (FOA) and up to [N]-order ambisonics. 

Note: ACN component ordering and SN3D normalization.

· Spatial audio, 1, 2, [N] channels and spatial metadata defined by [TBD].
[Editor’s Note FFS: Spatial metadata definition for the spatial audio format will require further input.]
· Object-based audio, with support for at least [TBD] individual [mono] object streams. Each audio object shall be defined by [TBD metadata parameters].

[In addition, the IVAS codec shall support combinations of the above, totalling to no more than [TBD] audio streams. 

Note: It will be necessary to specify how capture/presentations could be achieved in mobile communications.]
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