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****************************  Start of Change  ****************************
8.2.4
Presentation Delay

8.2.4.1
Introduction
A possible presentation delay metric is measuring the delay between the wanted presentation time for a DASH segment, and the actual (maybe delayed) presentation time. Note that this is not exactly the same as "motion to photon delay", as segments might arrive late not only due to user movement and interaction, but also due to other reasons. 

On the other hand, from a user perspective, both are equally bad and give rise to the same type of artifacts and quality degradations, so it makes sense to just measure the presentation delay, and disregard the reason (e.g. head movement) which caused the delay.

During playout the playhead position continuously moves forward unless the playout stops due to rebuffering. Assuming that any such rebuffering can be handled by the rebuffering metric (i.e. derived from the existing PlayList metric), the presentation delay metric only needs to deal with the possibly late arrival of video data during ongoing playout.

Thus the presentation delay for any DASH segment received is in principle the difference between the intended segment start time and the current playhead position. If the segment start time is later then the playhead position, the data is available on time (at least if we disregard any further device-internal processing delay). If the segment start time is earlier than the playhead position, the segment is late.

The question is how this delay can be practically measured, and how it relates to what the user really experiences. There are several technical possibilities, with varying degree of accuracy and implementation complexity, and the following (non-exhaustive) clauses outline some possible variants.

8.2.4.2
Ignore viewport and encoding quality
A relatively low-complex implementation is to ignore the actual viewport seen by the user, and assume that the VR client does only request segments which are relevant. For instance, for multiple-stream region-dependent encodings, it is assumed that the client changes to a more appropriate track when the user moves his head, and that all data requested and later received is actually used and relevant. In the same way, for region-based encodings, the regions (e.g. the tiles) requested and received are assumed to be relevant.

Thus for every DASH segment received, a delay is calculated based on the current playhead position and the defined start time for the received segment. If the delay is negative (i.e. the segment arrived on time), the segment delay is set to zero. 

Note that all segments are treated equally even if some segments are likely much more important, so this implementation is only a crude estimation of the impact on the user experience.

Input needed: Segment start time, playhead position. 

8.2.4.3
Consider viewport but not encoding quality

A more complex implementation is to only consider delays which are probably visible to the user. For instance, when a DASH segment is received, the segment delay is calculated as in the previous clause, but the content coverage of the segment is also derived (e.g. via the CC metadata from the MPD). 

The current viewport coverage is also derived (e.g. from the sensor and device data), and the overlap between the segment and the viewport is calculated. The segment delay is only considered if there is any overlap (alternatively, the delay is weighted by the percentage of the viewport covered by the segment).

Note that as the encoding quality of the content is not considered, a low-resolution background segment (which likely has large coverage) might be weighted higher than a high-resolution segment. Also, as the overlap is calculated when the segment is received, the user might have moved the viewport when the data in the segment is later rendered.

Input needed: Segment start time, playhead position, content coverage, viewport coverage, MPD.

8.2.4.4
Consider viewport and encoding quality

An even more complex implementation is to also consider the encoding quality. Encoding quality can be based on the relative QR quality ranking from the MPD, or it can be approximated as BPSPA (bits per second per area, i.e. segment size divided by segment length divided by the angular area coverage).

For instance, the current "steady state" quality level can be estimated by using the maximum quality value (QR or BPSPA) seen within a certain measurement window. In addition to the content and viewport overlap calculated as in the previous clause, the segment delay is only considered if the segment quality is the same (or close to) the steady state quality level. Thus low-quality background segments will not contribute to the delay measurements.

Note that also in this implementation the evaluation is done when a segment is received, so any head movements between evaluation and actual rendering is not accounted for.

Input needed: Segment start time, playhead position, content coverage, viewport coverage, MPD.

8.2.4.5
More advanced delay measurements

If more accurate delay measurements are needed the evaluation must likely be done close to rendering or viewport generation. However, assuming that the delay measurements will mostly be used to approximate the end user experience, it's not obvious that such advanced implementations are worthwhile. More detailed understanding is needed before proposing more advanced implementations.
8.2.4.6
Aggregation

The previous clauses only describe how individual delay measurements could be done, but to be practically useful these need to be aggregated into meaningful metrics (and reporting all individual segment delays is also bandwidth-demanding, especially for region-based (e.g. tiled) encodings). 

Aggregation can in principle be done over a complete QoE reporting period, but it is probably better to enable aggregation over shorter intervals to increase the time resolution of the metrics.

Assuming that most VR services will have relatively decent quality (as otherwise they would not be used), many of the individual segment delay measurements should be zero or at least pretty small. Thus using simple linear averaging is probably not very useful, as this might hide any delay peaks.

Histogram binning could be used, as this will clearly show the distribution of the delays. To keep the amount of bins low bin sizes can be varied, e.g. by using logarithmic bins. Another alternative is to use percentiles to catch the best and the worst part of the delay distribution. 
