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	First Change


4.3
Stage-2 System Architecture

In order to address the Stage-2 architectural aspects of 5G systems, SA2 has completed normative work "5G System - Phase 1", defined to support data connectivity and services enabling deployments to use techniques such as e.g. Network Function Virtualization and Software Defined Networking. For this purpose, the specification TS 23.501 [3] was developed, based on the conclusions of the Rel-14 study item FS_NextGen and related TR 23.799 [6]. 

TS 23.501 covers the 5G System architecture that is defined to support data connectivity and services enabling deployments to use techniques such as Network Function Virtualization and Software Defined Networking. The 5G System architecture leverages service-based interactions between Control Plane (CP) Network Functions where identified. Some key principles and concept are to:

-
Separate the User Plane (UP) functions from the Control Plane (CP) functions, allowing independent scalability, evolution and flexible deployments, e.g. at a centralized location or distributed (remote) locations.

-
Modularize the function design, e.g. to enable flexible and efficient network slicing.

-
Wherever applicable, define procedures (i.e. the set of interactions between network functions) as services, so that their re-use is possible.

-
Enable each Network Function to interact with other NF directly if required. The architecture does not preclude the use of an intermediate function to help route Control Plane messages (e.g. like a DRA).

-
Minimize dependencies between the Access Network (AN) and the Core Network (CN). The architecture is defined with a converged core network with a common AN - CN interface which integrates different 3GPP and non-3GPP access types.

-
Support a unified authentication framework.

-
Support "stateless" NFs, where the "compute" resource is decoupled from the "storage" resource.

-
Support capability exposure.

-
Support concurrent access to local and centralized services. To support low latency services and access to local data networks, UP functions can be deployed close to the Access Network.

-
Support roaming with both Home routed traffic as well as Local breakout traffic in the visited PLMN.

The 5G architecture is defined as service-based and the interaction between network functions is represented in two ways.
-
A service-based representation, where network functions (e.g. AMF) within the Control Plane enables other authorized network functions to access their services. This representation also includes point-to-point reference points where necessary.

-
A reference point representation, which shows the interaction between the NF services in the network functions described by point-to-point reference point (e.g. N11) between any two network functions (e.g. AMF and SMF).

Figure 4.3.1 depicts the non-roaming reference architecture. Service-based interfaces are used within the Control Plane.
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Figure 4.3.1: 5G System architecture

Figure 4.3.2 depicts the 5G System architecture in the non-roaming case, using the reference point representation showing how various network functions interact with each other.
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Figure 4.3.2: Non-Roaming 5G System Architecture in reference point representation

The 5G System architecture consists of the following network functions (NF):

-
Application Function (AF) interacts with the 3GPP Core Network in order to provide services, for example to support the followingfunctionalities: Application influence on traffic routing, accessing Network Exposure Function, interacting with the Policy framework for policy control.

-
Access and Mobility Management function (AMF) includes the following functionalities: Mobility management, connection management, lawful intercept, transparent proxy, access authentication and authorization.

-
Session Management Function (SMF) includes the following functionalities: Session establishment, modification and release, selection and control of UP function, UE IP address allocation and management, traffic steering configuration at UPF, control part of policy enforcement and QoS, charging data collection.

-
User Plane Function (UPF) includes the following functionalities: Packet routing & forwarding, packet inspection, user plane part of policy rule enforcement, lawful intercept (UP collection), traffic usage reporting, external PDU session point of interconnect to data network.

-
Policy Control Function (PCF) includes the following functionalities: Providing policy rules to control plane functions to enforce them, serving as a front end to access subscription information relevant for policy decisions.

-
Network Exposure Function (NEF) includes the following functionality: Providing means to securely expose the services and capabilities of the 3GPP network to third parties, including application functions and edge computing.

-
Network Repository Function (NRF) includes the following functionalities: Support of service discovery, maintaining NF profile of available NF instances and providing information of the discovered NF instances.

-
Unified Data Management (UDM) includes the following functionalities: 3GPP AKA Authentication Credential Processing, User Identification Handling, Access Authorization, Registration/Mobility management, Subscription management, SMS management.

-
Unified Data Repository (UDR) includes the following functionalities: Storage and retrieval of subscription data by the UDM, storage and retrieval of policy data by the PCF, storage and retrieval of application data (including packet flow descriptions) by the NEF.

	End of First Change


	Second Change


5.2.6
Potential Solutions

A solution to achieve support for the most bitrate-efficient and highest quality video in 5G MTSI, is to mandate support in video-capable endpoints for the, currently optional, H.265/HEVC Main Profile, Main Tier, Level 3.1.

A solution to achieve support for the most bitrate-efficient and highest quality video in 5G Telepresence, is to mandate support in video-capable endpoints for the, currently optional, H.265/HEVC Main Profile, Main Tier, Level 4.1.

	End of Second Change


	Third Change


5.3.1
Description

Clause 6.16 of TS 22.261 [2] requires handling markets requiring minimal service levels. Interoperability between such markets and other markets without such minimal service levels would be improved if the higher service level markets are capable to automatically adapt to the lower service level.

Clause 6.17 of TS 22.261 [2] requires handling extreme long range coverage in low density areas. It can be assumed that extreme long range coverage would also mean use of very low media bitrates, as well as dynamically removing or adding entire media components, when passing some minimum bitrate threshold for inclusion of that media component in the session. Transcoding-free interoperability between UE camping in low density area and UE in other areas without such major bitrate limits would be improved if UE without bitrate limitations are capable to automatically and dynamically adapt to the UE having such limitation.

Clause 7.1 of TS 22.261 [2] requires handling high data rates and traffic densities. Seen from a media perspective for an individual UE, handling high data rates allows using high media bitrates. On the other hand, handling high traffic densities can mean that the same, individual UE gets allotted a fairly low media bitrate. Since traffic density as well as general radio conditions can be expected to vary over time, the available media bitrate can in general also be expected to vary over time, even during a single call. Meeting those requirements will be easier if the UE has the capability to automatically and dynamically adapt its sending bitrate to match available bitrate on the local uplink, and assist the remote media sender to match available bitrate on the local downlink. End-to-end transcoding-free operation is enabled by dynamically adapting sending bitrate to the minimum of the total end-to-end media path, including local uplink and remote downlink.

Clause 7.2 of TS 22.261 [2] requires handling low latency and high reliability. Seen from a media perspective for an individual UE, a key part of keeping low media latency and high reliability is to, at any point in time, avoid sending higher media bitrate than what the end-to-end media path can currently support. Such media bitrate is assumedly always lower than the maximum allowed, negotiated bandwidth, but there can also be more dynamically varying limitations that are lower than that negotiated upper limit, e.g. caused by other network traffic and/or various types of physical limitations in the end-to-end media path. Sending a higher bitrate that what the end-to-end media path can transport, can either cause data buffering, which increases media latency, or if buffering capabilities are limited, instead decrease reliability by causing excess media data loss/discard. Meeting those requirements will be easier if the UE has the capability to automatically and dynamically adapt its sending bitrate to match available bitrate on the end-to-end media path.

	End of Third Change


	Fourth Change


5.4.6
Potential Solutions

Clause 9.3.3 of TR 26.918 [9] documents a few potential solutions.

Further potential solutions are for further study.

The relevant interoperability points for VR support over MTSI and IMS-telepresence are: 

-
Media profiles providing RTP and elementary stream constraints for a single media type.
-
Rendering Scheme types for post-decoder processing of decoder output signals together with rendering metadata.

-
Potential Viewport test points for rendered output signals.
Note that this applies to both media types, audio and video. The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.

Figure 5.4.6.1 provides an overview of a possible receiver architecture that recovers the spherical video in an MTSI or IMS Telepresence UE. Note that this figure does not represent an actual implementation, but a logical set of receiver functions. Based on a received RTP media stream, the UE parses, possibly decrypts and moves the elementary stream to the HEVC decoder. The HEVC decoder obtains the decoder output signal, referred to as the "texture", as well as the decoder metadata. The Decoder Metadata contains the Supplemental Information Enhancement messages to be used in the rendering phase. In particular, the SEI messages may be used by the Texture-to-Sphere Mapping function to generate a spherical video based on the decoded output signal, i.e., the texture. The viewport is then generated from the spherical video signal by taking into account viewport position information from sensors, display characteristics as well as possibly other metadata such as initial viewport information.
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Figure 5.4.6.1: Potential receiver architecture for VR support over MTSI and IMS Telepresence
In addition, the definitions and reference systems in clause 4.1 of TS 26.118 [17] are applicable to VR support over MTSI and IMS telepresence. 

Note: 
Considering that real-time encoding of 360 degree video content could have significant latency, the initial consideration of VR support over MTSI is not on conversational VR, but rather on the user generated live VR streaming use cases. The use of MTSI in this context relies on live encoding of VR content, as in the case of Framework for Live Uplink Streaming (FLUS) in TS 26.238 [19].

For 360 degree video, the potential solutions can consider the following principles:

-
The RTP stream would contain an HEVC bitstream with Supplemental Enhancement Information (SEI) messages in regards to omnidirectional media. In particular, SEI messages describing the decoder rendering metadata on the omnidirectional video as defined in ISO/IEC 23008-2 [15] may be present.

-
Video elementary streams may be encoded following the requirements in the Omnidirectional Media Format (OMAF) specification ISO/IEC 23090-2 [16], clause 10.1.2.2. 

Relevant SEI messages contained in the elementary stream with decoder rendering metadata may include the following information as per ISO/IEC 23008-2 [15]:

-
Region-wise packing information, e.g., carrying packing format indication and also any coverage restrictions

-
Projection mapping (indicates projection format), with indication of Equi-Rectangular projection (ERP) or Cubemap projection

-
Padding, indicates whether there is padding in the packed frame

-
Frame packing arrangement, indicating packing format for stereoscopic content

-
Content prerotation information, including sphere rotation

The output signal, i.e. the decoded picture or "texture", is then rendered using the SEI messages contained in the video elementary streams. Metadata is used when performing rendering operations such as region-wise unpacking, projection de-mapping and rotation toward creating spherical content for each eye.

Viewport-dependent processing could be achieved by sending from the MTSI receiver RTCP feedback or RTP header extension messages with the desired viewport information and then encoding and sending the corresponding viewport by the MTSI sender. This is expected to deliver resolutions higher than the viewport independent approach for the desired viewport. For one-to-one video telephony scenarios, approaches such as tiling and sub-picture coding in the viewport-dependent profile of OMAF in ISO/IEC 23090-2 [16] etc. are not relevant for the 5G conversational setting, as the MTSI sender can customize the encoding according to the viewport chosen by the MTSI receiver and signalled to the MTSI sender using RTCP feedback or RTP header extension messages. However, viewport-dependent processing based on tiling and sub-picture coding could be relevant for multi-party video conferencing scenarios.

OMAF Video profiles in ISO/IEC 23090-2 [16] are based on HEVC Main 10 Profile, Main Tier, Level 5.1 in order to deliver high quality VR experiences. In the meantime, MTSI in TS 26.114 [4] recommends H.265 (HEVC) Main Profile, Main Tier, Level 3.1 for video, and IMS telepresence in TS 26.223 [5] recommends H.265 (HEVC) Main Profile, Main Tier, Level 4.1 for video. 

For achieving video quality required by VR services, it may be recommended that the video codecs for VR support in MTSI and IMS telepresence are aligned with OMAF and/or TS 26.118 [17]. It is expected that both MTSI client and MTSI gateway codec requirements are aligned with these recommended video codec requirements for VR support. It is not expected that the mechanisms for session setup and negotiation would be different because of this changed requirement on video codecs. 

With regards to the negotiation of SEI messages for carriage of decoder rendering metadata, procedures specified in IETF RFC 7798 [18] on the RTP payload format for HEVC may be reused. In particular, RFC 7798 can allow exposing SEI messages related to decoder rendering metadata for omnidirectional media in the SDP using the ‘sprop-sei' parameter, which allows to convey one or more SEI messages that describe bitstream characteristics. When present, a decoder can rely on the bitstream characteristics that are described in the SEI messages for the entire duration of the session. Intentionally, RFC 7798 does not list an applicable or inapplicable SEI messages to be listed as part of this parameter, so the newly defined SEI messages for omnidirectional media in ISO/IEC 23008-2 [15] can be signalled. It is expected that both MTSI clients and MTSI gateways support RTP payload formats for VR support.
For one-to-one video telephony scenarios, it is expected that support of the following omnidirectional video specific SEI messages would be sufficient: 1) the equirectangular projection SEI message, 2) the cubemap projection SEI message, and 3) the sphere rotation SEI message. For multi-party video conferencing scenarios, in addition to the above three SEI messages, the support of the region-wise packing SEI message could also be useful. For stereoscopic video support, in either one-to-one video telephony scenarios or multi-party video conferencing scenarios, support of the frame packing arrangement SEI message is needed.
	End of Fourth Change


	Fifth Change


5.5.5
Gap Analysis

From MTSI perspective, the introduction of NR as a new type of access leads to several gaps in TS 26.114 [4], some of which can be listed as follows:

-
In Tables 7.1 and 12.1 of TS 26.114 [4] for the MTSI client and MTSI media gateway, respectively, the speech frame encapsulation parameters for the SDP offer-answer messages including ptime and maxptime need to be defined for NR as a new radio access bearer technology.
-
Access Network Bitrate Recommendation (ANBR) (as defined in clause 10.7 of TS 26.114 [4]) information may be signalled to the MTSI client in the UE using NR access, and in this scenario the message mapping to NR access needs to be provided.

Note 1:
Support for RAN-assisted codec adaptation and ANBR signalling in NR is currently TBD.

-
Explicit Congestion Notification (ECN) is not supported in NR, and hence ECN-triggered media rate adaptation for speech and video will not be possible for MTSI clients with NR access. In the meantime, ECN is supported for E-UTRAN and UTRA/HSPA, MTSI clients connected with these access technologies may optionally offer ECN, and relevant recommendations on use of ECN in MTSI for such settings are present in TS 26.114 [2]. As such, media handling requirements and recommendations are needed for the support and use of ECN for MTSI clients in terminal with NR access. Relevant interworking recommendations for ECN are also needed for the MTSI media gateway for sessions involving MTSI clients with NR access. 

-
RAN delay budget reporting mechanisms, as specified in TS 36.331 [12] for LTE access, may also be used by MTSI UEs with NR access in order to locally adjust air interface delay, towards improving end-to-end delay and quality performance. As such, media handling aspects of RAN-based delay budget reporting as described in TR 26.910 [13] may be applicable for MTSI clients with NR access. 

Note 2: 
Support for RAN delay budget reporting in NR is currently TBD. Support for associated repetition-based reliability enhancement mechanisms over NR, e.g., TTI bundling, PUSCH coverage enhancement techniques, etc., is also currently TBD.

-
Media handling enhancements for enabling codec-aware optimizations of Single radio voice call continuity (SRVCC) handover thresholds in Voice over LTE (VoLTE) as described in TR 26.959 [14] are also applicable for speech services to MTSI clients with NR access, including fallback/handover from Voice over NR (VoNR) to VoLTE.

Note 3: 
In the first release of NR for Rel-15, the interworking with 2G/3G is not supported, and VoNR can only be supported via IMS. SRVCC from 5GS to UTRAN support for VoNR is work in progress.

For IMS-based telepresence in TS 26.223 [5], the same gaps observed for MTSI above are applicable and no further gaps are foreseen.

	End of Fifth Change


	End of document
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