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4.3.9
Analysis of Ambisonics

Ambisonics is being deployed in commercial, over-the-top VR streaming services. For many of the available commercial services, First Order Ambisonics (FOA) using 4 channels of audio is employed, but also, Higher Order Ambisonics adoption is increasing. Ambisonics is a relevant VR audio format for consideration by 3GPP.

There is the question whether FOA would be a suitable VR audio representation for 3GPP VR applications. Four listening tests were conducted as part of the study (see Clause 6.1.3, 6.1.5 - 6.1.7). The tests were performed with specific choices of renderer and different results might be seen for other renderers or reproduction environments.

The two studies presented in Clause 6.1.3 and 6.1.5 assessed the localization quality. 

The test results in Clause 6.1.3 show that significant localization quality can be gained when going from FOA to HOA, with the choice of renderer used in that test. Those tests used binaural rendering with generic HRTFs which may limit the ability to correctly localize and externalize sound sources for certain subjects. The same also applies for the reference conditions of the listening tests. 

In Clause 6.1.5 the overall quality and spatial localization (direction and localization blur) for 1st, 2nd, and 3rd order Ambisonics by rendering using a circular array of 16 loudspeakers in two levels was evaluated. Anchors in form of 0th order Ambisonics (rendered from a mono channel), stereo and first-order Ambisonics with attenuated gradient signals were used. A reference was provided in form of a written description of the spatial sound scene. The results indicate an increased overall and localization quality going from first-order Ambisonics to higher orders, but also statistically significant improvements of first-order Ambisonics over the mono and stereo conditions, i.e. over what is achievable using existing 3GPP speech and audio services. Higher order Ambisonics (e.g. 4th or 5th order) were not assessed in this test. 

Two other studies, presented in Clauses 6.1.6 and 6.1.7, assess coding of FOA B-Format signal representations with 3GPP eAAC+ and 3GPP EVS codecs, respectively. These are comparative studies assessing the quality of coded FOA representations compared to uncoded FOA.

The study presented in Clause 6.1.6 suggests that two 3GPP eAAC+ stereo streams can appropriately carry B-format audio that was derived from 7.1.4 channel audio, after a conversion to A-format. Renderered to a 7.1.4 loudspeaker array as well as binauralized to headphones with generic HRTFs and without head-tracking MUSHRA listening test results indicate that the “Good” to “Excellent” quality range is achievable at bitrates from 64kbps (2x32kbps) to 192kbps (2x96kbps). In that range a quality increase is observed that is commensurate with increased bitrate. While with loudspeaker rendering the quality assessement of FOA may be affected by the loudspeaker configuration, the evaluation with binaural rendering using generic HRTFs may be limited regarding the ability to correctly localize and externalize sound sources for certain subjects. The same also applies for the reference conditions of the listening tests. 
Clause 6.1.7 shows that the 3GPP EVS codec can be used to encode super-wideband FOA B-format representations obtaining MUSHRA scores in the “Good”/”Excellent” quality range with increasing quality from 4x24.4 kbit/s to 4x96 kbit/s compared to uncoded FOA.
6.1.5

Listening test for synthetic scene-based audio content with loudspeaker rendering assessing overall and localization quality with written audio scene descriptions as reference
6.1.5.1
Introduction

In this experiment a listening test comparing the perceived overall and localization quality of different orders of Ambisonics was done. The test compared the performance of 1st, 2nd and 3rd order Ambisonics with synthetically created audio scenes with one or two point sources. Three anchor conditions were included in order to span the quality scale as evenly as possible.  This test did not include higher orders of Ambisonics (> 3rd order), which are shown to provide a statistically significant better localization quality than 3rd order in clause 6.1.3. 

6.1.5.2
Objectives

The main objective was to compare different Ambisonics orders. In order to capture not only the difference between the different orders of Ambisonics but also assess the suitability of the Ambisonics format compared to existing formats by 3GPP speech and audio services, two of the anchors were using a single (mono) respectively pair (stereo) of audio channels.

This particular test is focusing on the overall quality and accuracy of the perceived localization of point sources in virtual audio scenes, but did not cover all aspects of spatial reproduction, such as immersiveness etc. that are necessary to determine whether a particular Ambisonics format is suitable for an immersive VR experience.

6.1.5.3
Test methodology

In this test, a method inspired by the ITU-R BS.1534-3 [22] test methodology - but without explicit auditory references and post-screening of assessors - was used. In addition, in contrast to ITU-R BS.1534-3, there were two simultaneous ratings for each sound example, one for overall quality and one for localization accuracy, where the listeners were instructed to consider the direction of the sound and the localization blur. The use of more than one scale in the same trial have been tested successfully before in [65], and is also used in ITU-T P.806 [66] where 6 + 2 test questions are rated in the same trial.
References in form of written descriptions of the audio scenes were used. Written descriptions as references of spatial audio scenes have proven useful in earlier Ericsson internal tests, where no audio reference was available. According to the test subjects, the comparison of the perceived sound localization to the written description of the audio scene was a clear and achievable task. However, asking the listener to compare the audio direction with a textual reference has the drawback of focusing the listener’s attention to the sound source direction as opposed to other spatial quality aspects (source width, height, etc.). It is noted that audio sources played out directly through the loudspeakers would be another type of reference, which was not considered in this assessment.
6.1.5.4
Physical test setup

In order to avoid the effect of HRTF filtering the test was carried out with a 16 speaker setup arranged as two circles, one at 0° elevation and one at +30° elevation. There were only two elevation angles, which might impact the generality of the conclusions. The two circles were offset 22.5° to distribute the speakers as evenly as possible. The speaker directions (elevation, azimuth) were known by the subjects as guidance for the assessment of the localization of the sound sources compared to the reference audio scene description. All speakers were positioned 2.0 m from the listening position as shown in Figure 6.3. The speakers chosen for this test, M-Audio AV-40, are compact 2-way speakers that, due to their size are limited in bass response but, on the other hand, provide a more defined acoustic center than bigger multi-driver speakers. The material used in the test was not relying on a response under 85Hz and therefore no subwoofer system was used.

The room used for the test is a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 
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Figure 6.3: Loudspeaker setup. The black speakers are placed at an elevation of 0 degrees, and the orange speakers are placed at an elevation of 30 degrees. All speakers are placed at 
a distance of 2.0 m from the center.
The test subjects were instructed to keep their head straight ahead when listening. The testing software provided a function to guide the user into the exact sweet spot. This was done by playing pink noise through all the speakers and finding the right position by minimizing the panning and the phasing effects that can be heard when moving out of the sweet spot.
6.1.5.5
Test material

As the accuracy of the spatial localization was assessed, the audio material consisted of sound sources that would be perceived as typical point sources originating from certain points in space. The recordings used were all mono recordings with very little background noise and reverberation. The sources consisted of male and female voices and the sound of screws rattling in a glass.
10 different scenes were created by rendering one or two sound sources at different angles and mixing moving sources with stationary sources. The number of audio sources used was small, which might impact the generality of the conclusions, but allows for a better comparison between different audio scenes. Table 6.5 lists the scenes and the corresponding reference audio scene desriptions shown to the listeners. Scenes with more than one voice included partly overlapping talkers. The scenes circle_screws_high and two_speakers were used in a pre-test and the results for these are not presented as part of the main test results. Testing only synthetic content limits the generality of the conclusions.
Table 6.5: Audio scenes used in the test
	Scene name
	Scene description

	circle_screws
	The sound of rattling screws in a glass,moves 360 degrees in azimuth, in an even counter clockwize circular movement, starting from straight ahead (0 degrees), at fixed elevation 0 degrees

	circle_screws_high
	The sound of rattling screws in a glass, moves 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees), at fixed elevation 30 degrees

	circle_female
	A sound of a female voice, moves 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees) at fixed elevation 0 degrees

	elevation_30
	The sound of rattling screws in a glass, at fixed azimuth straight ahead (0 degrees), moves +30 degrees in elevation, in an even upwards movement, starting from an elevation of 0 degrees

	scene_two_speakers_close
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth -30 degrees (front right) and a male voice is heard from azimuth -50 degrees (further to the right).

	front_back
	The sound of rattling screws in a glass at fixed elevation of 0 degrees is heard from two azimuth angles, first from azimuth -30 degrees (front right) and then from azimuth -150 (back right).

	front_back_speech
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice from azimuth +150 (back left).

	two_speakers
	Two voices at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice is heard from azimuth -150 degrees (right back).

	two_speakers_one_moving
	Two voices at fixed elevation of 0 degrees are heard, one female voice from azimuth -45 degrees (front right) and one male voice that moves clockwise from azimuth 0 degrees (straight ahead) to azimuth -180 degrees (straight back).

	down_up
	Two voices at fixed azimuth of 0 degrees are heard from different elevation angles. A female voice is heard from elevation 0 degrees (straight ahead) and a male voice is heard from elevation +30 degrees.


6.1.5.6
Test conditions

In addition to the Ambisonics of orders 1, 2 and 3, three additional conditions were evaluated to span the quality scale better. The conditions are described in Table 6.6.

Table 6.6: Conditions evaluated in the test
	Short name
	Description
	Rendering details

	AO0
	0th order Ambisonics (Mono)
	0th order Ambisonics using all 16 speakers.

	AO1S
	FOA

(Stereo)
	Rendered from FOA to two loudspeakers at +/-67.5 azimuth.

	AO1A
	FOA with attenuated harmonics
	Rendered as ordinary FOA but the harmonic components, except W, were attenuated 6dB in order to provide an anchor point below FOA.

	AO1
	FOA
	1st order Ambisonics using all 16 speakers.

	AO2
	2nd order Ambisonics
	2nd order Ambisonics using all 16 speakers.

	AO3
	3rd order Ambisonics
	3rd order Ambisonics using all 16 speakers.


The rendering of the loudspeaker signals was done using a basic encoding-decoding scheme illustrated in Figure 6.4.
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Figure 6.4: The Encoding-Decoding scheme used in rendering the different audio scenes
The encoding of the virtual sources to HOA signals was done by multiplying each sample of a source signal with the spherical harmonic transform vector Ye mapping the current position of the source to the HOA beams. For moving sources the Ye matrix was updated at every sample. 

The decoding of the HOA signals to loudspeaker signals was done by first evaluating the spherical harmonic transform matrix Yd that maps the loudspeaker positions to the HOA beams, then evaluating the decoding matix D as the pseudo inverse of Yd , and then multiplying each HOA sample vector with decoding matrix D.

The ACN ambisonics channel order and the SN3D spherical harmonic normalization were used.

In the AO1S rendering, the first order HOA signals were mapped onto a loudspeaker configuration of only two loudspeakers at elevation 0 degrees and azimuth angles +/-67.5 degrees. 

For the AO1A rendering the YZX components of the first order HOA signals were attenuated by a factor of 0.5 before being multiplied by the decoding matix.

The 16 loudspeaker signals were jointly normalized to an RMS level of -30 dBov, while the stereo channels were normalized to an RMS level of -39 dBov to be perceived similarily loud in average. The subjects were able to adjust the playback volume in a range of +/-4 dB, but were instructed not to change this setting while comparing the test samples.

6.1.5.7
Listening panel
The listening panel consisted of 9 experienced listeners of the Audio technology section at Ericsson Research. No post-screening of the subjects was made.
6.1.5.8
Software

The user interface used during the test was based on a typical MUSHRA test interface, but with no reference signal and with the addition of a second rating scale and a scene description text at the top that served as the reference in the test, see Figure 6.5. Using a scene description as reference limits the generality of the conclusions.
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Figure 6.5: Software GUI used in the test
6.1.5.9
Test results

The test results are shown in Figure 6.6-6.9. 
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Figure 6.6: Absolute overall scores, with 95% CI.
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Figure 6.7: Absolute localization scores, with 95% CI.
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Figure 6.8: Difference overall scores relative to AO1, with 95% CI.
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Figure 6.9: Difference localization scores relative to AO1, with 95% CI.
6.1.5.10
Conclusions

The results of the listening test indicate an increased overall quality and spatial localization accuracy with increasing orders of Ambisonics. Higher Order Ambisonics (HOA) with orders 2 and 3 both perform statistically significantly better than First Order Ambisonics (FOA). Further, Ambisonics orders 1, 2 and 3 all perform statistically significantly better than mono and stereo, i.e. what is achievable using existing 3GPP speech and audio services.

The overall audio quality measure seems well aligned with the spatial localization accuracy scores although the difference between FOA and HOA tends to be smaller.

This test did not include higher orders of Ambisonics (> 3rd order), which are shown to provide a statistically significant better localization quality than 3rd order in the test performed in clause 6.1.3. The absence of these higher quality conditions, or an explicit audio reference, may result in an overestimation of the scores for 1st, 2nd and 3rd orders.
6.1.6
Report of one test on encoding First-Order Ambisonics with 3GPP enhanced AAC+ with loudspeakers and with non-individualized HRTF and non-equalized headphones
6.1.6.1
Introduction

This contribution presents an experiment that was conducted to analyze the performance of the Enhanced aacPlus [67] codec used by 3GPP services when encoding First-Order Ambisonics audio representationsconverted from a 7.1.4 channel representation. 
Specifically, this experiment uses the ITU-R BS.1534-3 [22] methodology to validate that dual stereo eAAC+ streams at reduced bit-rates is a viable transmission format for 4-channel B-format audio to be rendered over both a specific loudspeaker configuration (7.1.4) and binaural (headphone) endpoints. 
The binaural testing methodology introduces distortions and localization errors associated with: 

1) 
the limited speaker layout channel count in the renderer, 

2) 
the differences between the single HRTF used and the assessor's individual HRTF and, 

3) 
distortions in the headphone frequency response. Especially in the practically relevant case when using non-individualized HRTF and non-equalized headphones, spectral colouring distortions and more or less severe localization errors are frequently observed. Note that the testing methodology does not include any measure of absolute spatial accuracy. The test conditions were simply compared to the reference condition and all used the same non-individualised HRTF, with no indication of the intended spatial position. 
The testing methodology over loudspeakers does not present the limitations listed in 2) and 3).

6.1.6.2
Test Method

In this experiment, a coding solution was tested at various bit-rates with 10 different test signals. The test signals were sourced from 7.1.4 channel-based content and converted to a First-Order Ambisonics representation, coded and then converted back to 7.1.4, through the process described in Clause 6.1.6.3. Given this process, the tests only assess the degradation caused by the encoding of the Ambisonics representation but not potential degradations caused by the format conversion itself.

The eAAC+ codec was used to encode stereo pairs at different configurations.

The test material used covers a range of audio content used to provide immersive experiences. The items were created from real recordings, as well as synthetic sounds and were authored in a post-production/mixing stage.
The test items were of the following type of content:

· amaze2: ambience, nature sounds

· audiosphere2: music, ambience

· bailando2: music, speech

· entity1: ambience

· leap1,2: ambience, nature sounds, speech

· santeria2: music, ambience, nature sounds

· silent6,7: music, ambience, nature sounds

· unfold1: ambience, synth-glitch hits

Testing was conducted in a critical, noise insulated (NC20) listening room with acoustic wall treatment.
Speaker-based listening and headphone-based listening tests were conducted.
For speaker presentation, all test material was rendered to a 7.1.4 speaker layout.

Loudspeaker delivery used Revel Salon 2 floor and Gem 2 ceiling speakers with Paradigm subwoofers. More specifically 5 inch single-cone full-range drivers were employed in a cabinet that is custom made for the listening room, to be as small as practicable possible. The speakers were placed at a distance of approximately 2.0m from the listener.
For headphone listening the material was subsequently binauralized. Headphones used were Sennheiser HD-600s with a Grace amplifier. No individualized HRTF or headphone equalization were used in this test, which may limit the generality of the results. No head-tracking was used in this test.

The participants were all members of Dolby Laboratories Inc. and experienced in audio quality evaluation. Post-screening of assessors was per ITU-R BS.1534-3 [22] section 4.1.2 and all assessors passed post-screening.
The listening panel contained 7 assessors for the loudspeaker listening test and 8 for headphone listening test. All listeners listened to all test content.
Participants were asked to consider all perceptual differences, including spatial characteristics, between the configurations under test and the reference signal when scoring the basic audio quality. They reported these measures of degradation on a 100 point ‘MUSHRA’ scale in accordance with the ITU-R BS.1534-3 [22] methodology, with standardized verbal anchors (100-80 is ‘excellent’, 60-80 ‘good’, 40-60 ‘fair’, 20-40 ‘poor’ and 0-20 ‘bad’).
6.1.6.3
Processing First-Order Ambisonics for Stereo eAAC+ Encoding

For the experiment, the original 7.1.4 signals were firstly down-mixed to First-Order Ambisonics representation. This was performed using a 4x12 matrix operation, with each speaker feed being panned to B format according to its direction of arrival, with no Near-Field-Compensation. In this operation, the LFE channel was ignored. The First-Order Ambisonics (FOA) signals were defined in terms of the standard Schmidt-Normalized ACN channel format (this is also often referred to as AmbiX format). As found based on theoretical considerations and confirmed by informal experiments with the content used in this test and further content, the four channels of the FOA signals were found less suitable for direct encoding/decoding via two stereo instances of eAAC+ at low bit-rates, due to the occurrence of out-of-phase components between each of the channel pairs.

Accordingly, the FOA signals were prepared for eAAC+ encoding by first remixing them into A-Format – in the form of 4 cardioid virtual-microphone signals. These 4 A-Format signals are defined in Table 6.7 as follows:

Table 6.7: Definition of A-Format signals
	Signal Name
	Orientation
	Meaning

	FL
	Azimuth: +54.7(, Elevation 0(
	Front left facing cardioid

	FR
	Azimuth: (54.7(, Elevation 0(
	Front right facing cardioid

	BU
	Azimuth: 180(, Elevation +54.7(
	Back upward facing cardioid

	BD
	Azimuth: 180(, Elevation (54.7(
	Back downward facing cardioid


The four cardioid signals of A-Format are created from the FOA signals via a linear mixing matrix:
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The mixing process is applied as follows: [image: image9.emf]൦ 𝐹𝐿 𝐹𝑅 𝐵𝑈 𝐵𝐷 ൪ =
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The overall process is shown in the following diagrams. Encoding is performed by mixing the FOA components into A-Format, splitting the A-Format signals into two stereo pairs, and encoding the stereo pairs with an eAAC+ encoder:
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Decoding is performed by the reverse process:
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wherein the 
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[image: image14.emf]𝑀 − 1 =

ۏ

ێ

ێ

ێ

ێ

ێ

ۍ 1 2 1 2 1 2 1 2 ξ 3 ξ 2 − ξ 3 ξ 2 0 0 0 0 ξ 3 ξ 2 − ξ 3 ξ 2 ξ 3 2 ξ 3 2 − ξ 3 2 − ξ 3 2

ے

ۑ

ۑ

ۑ

ۑ

ۑ

ې  


and hence, the FOA signals are recovered by the following matrix operation:
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Finally, the FOA signal went through an up-mix stage back to 7.1.4 representation, using a sub-band approach and direct panning to all of the 7.1.4 speaker channels. 
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 QUOTE  
eAAC+front signal may also be utilized as a stereo version of the original sound-field, being very similar to a standard “crossed cardioid” stereo recording (typical crossed-cardioid recordings make use of a pair of cardioid microphones at (45(, whereas the FL and FR signals represent cardioids at (54.7(). This stereo pair is suitable for listening on standard stereo playback devices.

Figure 6.10 visualizes the audio processing stages as described above.
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Figure 6.10: Audio processing stages
Table 6.8 summarizes the tested configurations.

Table 6.8: Configurations under test

	Item
	Description 
	Configuration

	1
	FOA reference
	7.1.4->(downmix)->B-A-BFormat->(upmix)->7.1.4

	2
	7.0 LP Anchor
	7.1.4->(downmix)->B-A-BFormat->(upmix)->7.1.4->(lowpass7.0k)->7.1.4

	3
	3.5 LP Anchor
	7.1.4->(downmix)->B-A-BFormat->(upmix)->7.1.4->(lowpass3.5k)->7.1.4

	4
	eAAC+:2x96kbps
	7.1.4->(downmix)->B-AFormat->(eAAC+:2x96kbps)->A-BFormat->(upmix)->7.1.4

	5
	eAAC+:2x64kbps
	7.1.4->(downmix)->B-AFormat->(eAAC+:2x64kbps)->A-BFormat->(upmix)->7.1.4

	6
	eAAC+:2x48kbps
	7.1.4->(downmix)->B-AFormat->(eAAC+:2x48kbps)->A-BFormat->(upmix)->7.1.4

	7
	eAAC+:2x32kbps
	7.1.4->(downmix)->B-AFormat->(eAAC+:2x32kbps)->A-BFormat->(upmix)->7.1.4


6.1.6.4
Results
Figure 6.11 visualizes the absolute scores per test item and mean scores for all items. Table 6.9 below further summarizes the results across all test items. Figure 6.12 and Table 6.10 describe results for binaural delivery. 
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Figure 6.11: B-format extension using eAAC+, 7.1.4 loudspeaker configuration
Table 6.9: Loudspeaker scores
	Condition 
	Amaze 2
	Audiosphere 2
	Bailando 2
	Entity 1
	leap 1
	leap 2
	santeria 2
	silent 6
	silent 7
	unfold 1
	all items

	FOA reference
	100
	93
	99
	98
	99
	95
	100
	98
	100
	99
	98

	3.5 LP Anchor
	28
	26
	24
	27
	28
	27
	27
	25
	26
	28
	27

	7.0 LP Anchor
	39
	45
	40
	44
	43
	41
	42
	46
	44
	43
	43

	eAAC+:2x96kbps
	88
	93
	93
	93
	95
	93
	92
	93
	86
	95
	92

	eAAC+:2x64kbps
	81
	88
	90
	89
	88
	83
	83
	85
	83
	85
	85

	eAAC+:2x48kbps
	72
	80
	83
	74
	82
	79
	82
	81
	79
	77
	79

	eAAC+:2x32kbps
	65
	77
	74
	75
	75
	80
	73
	72
	72
	77
	74
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Figure 6.12: B-format extension to eAAC+, binaural rendering
Table 6.10: Binaural scores
	Condition 
	Amaze2
	Audiosphere 2
	Bailando 2
	Entity 1
	leap 1
	leap 2
	santeria 2
	silent 6
	silent 7
	unfold 1
	all items

	FOA reference
	100
	100
	99
	100
	100
	100
	99
	100
	100
	100
	100

	3.5 LP Anchor
	18
	21
	20
	20
	23
	23
	19
	22
	19
	22
	21

	7.0 LP Anchor
	33
	44
	36
	38
	42
	39
	35
	40
	36
	39
	38

	eAAC+:2x96kbps
	88
	94
	93
	92
	88
	89
	93
	91
	91
	91
	91

	eAAC+:2x64kbps
	79
	88
	85
	86
	84
	84
	87
	87
	84
	82
	85

	eAAC+:2x48kbps
	69
	78
	83
	69
	77
	68
	75
	77
	69
	74
	74

	eAAC+:2x32kbps
	59
	72
	71
	70
	73
	70
	74
	70
	62
	67
	69


6.1.6.5
Conclusions

In this study, a workflow is tested in which a First-Order Ambisonics content stream is represented through 2 stereo eAAC+ streams. The workflow involves matrixing pre- and post-processing operations, from B to A-format and the reverse. Sending and receiving ends thus need to be aware of the chosen configuration with two eAAC+ instances and the specific conversions between A- and B-Formats. In the experiments, no precautions for potential overload after the format conversions were made.  

The observed increase in quality over bitrate for the given test material is roughly linear for both endpoints, giving an impression of expected quality/bitrate trade-offs. Mean scores for the headphone endpoint are overall slightly lower than loudspeaker, but the shift is consistently very small (<5 MUSHRA points).

Together, these data suggest that dual stereo eAAC+ streams can reliably carry B-format audio derived from 7.1.4 channel audio, after conversion to A-format, with no unexpected encoding artifacts inherent to B-format, which would have affected the MUSHRA rating scores. However, a direct carriage of B-format was not formally evaluated and therefore no conclusions related to A-format vs. B-format can be drawn. As the study is limited to 3GPP eAAC+ no conclusions can be drawn on the suitability or necessary configurations of other 3GPP codecs for the coding of First-Order Ambisonics content.
6.1.7

Listening test for coding of First-Order Ambisonics using the EVS codec with loudspeaker rendering
6.1.7.1
Introduction

The experiment in clause 6.1.5 showed that the Ambisonics formats (1st to 3rd order) are performing better than what is achievable using existing 3GPP speech and audio services (mono or stereo) in terms of overall quality and spatial localization accuracy representing synthetic audio scenes. 

In this experiment, the perceived overall and spatial quality of synthetic and recorded first-order Ambisonics (FOA) representations encoded by the EVS codec [68] were assessed. A comparison of encoding the A- or the B-format of the FOA representations with EVS was made as pre-screening for the main listening test. In addition, rendering of FOA was compared to stereo (two channel) rendering to relate the QoE to existing 3GPP speech and audio services for VR use cases.

6.1.7.2
Objectives

The main objective of the experiment was to assess the suitability of encoding FOA for VR use cases using existing 3GPP speech and audio codecs. The EVS codec was selected considering the need to cope well with speech and generic audio signals. As a speech and audio codec the EVS codec is suitable for conversational applications, requiring a low delay, as well as non-conversational use cases where higher quality is a key factor. The experiment covered several codec configurations to assess the quality obtained under certain bit rate constraints.
In addition, there was an objective to assess the suitability of FOA as a format for encoding a variety of audio material including recordings and synthetically generated audio scenes, e.g. by mapping a monophonic audio source to the B-format representation, especially in relation to what is achievable in existing 3GPP speech and audio services. The experiment aimed to cover a plurarity of auditory scenes to obtain more confidence in the generality of the results. 
This experiment focused on the overall quality including additional evaluation of the spatial quality in terms of source localizability, width, height, depth, distance and spatial envelopment or immersiveness. Such spatial attributes are important factors to consider when assessing whether a particular Ambisonics representation is suitable for an immersive experience.

6.1.7.3
Test methodology

In this test, a method inspired by the ITU-R BS.1534-3 (MUSHRA) [22] test methodology was used. In contrast to an ordinary ITU-R BS.1534-3 test, there were two simultaneous ratings for each sound example, one for overall quality and one for spatial quality where the listeners were instructed to consider the source localizability, width, height, depth, distance and spatial envelopment or immersiveness. The use of more than one scale in the same trial have been tested successfully before in [65], and is also used in ITU-T P.806 [66] where 6 + 2 test questions are rated in the same trial.
6.1.7.4
Physical test setup

In order to avoid the effect of HRTF filtering the test was carried out with a 24-loudspeaker setup arranged in three circles, one at -30° elevation, one at 0° elevation and one at +30° elevation. The circles were offset 22.5° between the levels to distribute the speakers as evenly as possible. All speakers were positioned 2.0 m from the listening position as shown in Figure 6.13. The speakers chosen for this test, M-Audio AV-40, are compact 2-way speakers that, due to their size are limited in bass response but, on the other hand, provide a more defined acoustic center than bigger multi-driver speakers.

The room used for the test is a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 
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Figure 6.13: 24-loudspeaker setup. The blue speakers are placed at an elevation of -30 degrees, the black speakers at an elevation of 0 degrees and the orange speakers at an elevation of 30 degrees.
All speakers are placed at a distance of 2.0 m from the center.
The test subjects were instructed to sit in the sweet spot of the loudspeaker array, while having the freedom to turn their head and move their upper torso slightly to better zoom in on a particular audio component of interest. The testing software provided a function to guide the user into the exact sweet spot. This was done by playing pink noise through all the speakers and finding the right position by minimizing the panning and the phasing effects that can be heard when moving out of the sweet spot.
6.1.7.5
Test material

The material included a variety of different audio scenes that are relevant for VR use cases. Ten different audio scenes were obtained and converted into a B-format representation. There were three types of scenes:

· Recorded scene
Recorded with a Sennheiser Ambeo microphone, i.e. a tetrahedral arrangement of four microphones (A-format), which were transformed to a B-format representation

· Synthetic scene
Virtual static and or moving audio sources encoded into a B-format representation
· Mixed scene

A mixture of a recorded scene and a synthetically encoded scene

Table 6.11 lists the scenes and gives a short decription of the content. Item11 was used in a training session and the results for that item are not presented as part of the test results.
Table 6.11: Audio scenes used in the test
	Scene name
	Scene description

	Item1 (synthetic)
	The sound of rattling screws in a glass, moving 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees), at fixed elevation 30 degrees.

	Item2 (recorded)
	Two choirs singing in a church at the left and right sides of the microphone.

	Item3 (recorded)
	A choir singing and a chamber orchestra playing in a church at the front of the microphone.

	Item4 (recorded)
	A big band playing around the microphone. A trombone section in the front of the microphone, a solo saxophone to the left, and bass, guitar and drums at the back. 

	Item5 (recorded)
	A subway train on a track above the microphone approaching the station from top left. Low level background with people talking at far distances and birds singing.

	Item6 (recorded)
	A shaken match box circulated around the microphone approximately fixed elevation of 0 degrees. Captured in a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 

	Item7 (recorded)
	Two male talkers at fixed positions, approximately ± 45 degrees, conversating on sidewalk adjacent to a city street with moderate traffic. Woman with high heel shoes passing by on the left-hand side.

	Item8 (recorded)
	Two simultaneous conversations in a small conference room on the left respectively right hand-side of the microphone. The left-hand conversation between two male talkers at approximately azimuth 45 degrees (front left), and azimuth 120 degrees (back left). The righ-hand side conversation between one male talker at approximately azimuth -45 degrees (front right) and one female talker at approximately azimuth -120 degrees (right back). 

	Item9 (recorded)
	Two male talkers conversating in a reverberant stair house. The first talker at a fixed position at approximately azimuth 45 degrees (front right). The second talker coming down the stairway from top left, stopping at a position of azimuth about -45 degrees (front left).

	Item10 (mixed)
	Two voices synthetically placed at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice from azimuth +150 (back left). Mixed at 15 dB SNR with recording of an outdoor bus station containing people talking at far distances and birds singing.

	Item11 (recorded), only used for training session
	A big band playing around the microphone. A trombone section in the front of the microphone, a saxophone section to the left, a trumpet section to the right and bass, guitar and drums at the back.


6.1.7.6
Test conditions

One important aspect of the assessment was to decide on which of the two Ambisonic representations of the audio scenes, the A- or the B-format, should be encoded. A short pre-test with the items 1, 2, 4, 8 and 9 and four listeners was performed with EVS encoded A- and B-format of the same audio scenes at 4x13.2 and 4x24.4 kbit/s. The input signals were sampled at 32 kHz and the codec was running in SWB mode. As for ordinary MUSHRA tests low-pass anchors at 3.5 and 7 kHz and a hidden reference were included. The conditions for the pre-test are presented in Table 6.12. The result showed that the audio scenes renderings from B-format encoded material obtained statistically significant better scores for overall and spatial quality, especially for the lowest bitrate, see figures 6.18 to 6.20 in Clause 6.1.7.9. 
Table 6.12: Conditions evaluated in the pre-test
	Short name
	Description
	Rendering details

	ANCH-3k5
	Low-pass filter anchor, cutoff = 3.5 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	ANCH-7k
	Low-pass filter anchor, cutoff = 7 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	EVS-4x13k2-A
	A-format FOA, EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x13k2-B
	B-format FOA, EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-A
	A-format FOA, EVS @ 4x24.4 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-B
	B-format FOA, EVS @ 4x24.4 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	REF
	Hidden reference, Uncoded FOA
	Rendered via B-format to 24 loudspeaker signals.


For the main test the EVS codec was used to encode the four B-format components with an even bit distribution of 4x13.2, 4x24.4, 4x48 and 4x96 kbit/s. The input signals were sampled at 32 kHz and the codec was running in SWB mode. In addition, there was a stereo condition where the B-format was decoded onto two of the loudspeakers at elevation 0 degrees and azimuth angles ± 67.5 degrees. The test further included low-pass anchors at 3.5 and 7 kHz and a hidden reference. The conditions for the main test are presented in Table 6.13.
Table 6.13: Conditions evaluated in the main test
	Short name
	Description
	Rendering details

	ANCH-3k5
	Low-pass filter anchor, cutoff = 3.5 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	ANCH-7k
	Low-pass filter anchor, cutoff = 7 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	STEREO
	Uncoded FOA rendered to stereo
	Rendered via B-format to two loudspeakers at 0 degree elevation at ±67.5 degrees azimuth.

	EVS-4x13k2-B
	B-format FOA encoded by EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-B
	B-format FOA encoded by EVS @ 4x24.4 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x48k-B
	B-format FOA encoded by EVS @ 4x48 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x96k-B
	B-format FOA encoded by EVS @ 4x96 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	REF
	Hidden reference, Uncoded FOA
	Rendered via B-format to 24 loudspeaker signals.


The generation of the FOA B-format representation for the recorded audio scenes entailed two processing steps. First ambisonic decoding of the A-format microphone signals into the B-format, and then microphone equalization of the B-format signals as illustrated in Figure 6.14. The ambisonic decoding of the recorded A-format signal to a FOA signal was done by multiplying the A-format signal with the decoding matrix D, obtained as a pseudo-inverse from the spherical harmonic transform matrix Y that maps the microphone orientation angles to the FOA beams. The microphone equalization filters were obtained from the A-to-B-converter VST-plugin for the Sennheiser Ambeo microphone, which is available on Sennheiser’s home page.
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Figure 6.14: Generation of FOA B-format representation from a recorded A-format representation.

The generation of the FOA B-format representation for synthetic audio scenes simply entailed the ambisonic encoding of each virtual audio point source into a B-format signal as illustrated in Figure 6.15. The ambisonic encoding of the virtual sources to a FOA signal was done by multiplying each sample of a source signal with the spherical harmonic transform vector Ye mapping the current position of the source to the FOA beams. For moving sources the Ye matrix was updated at every sample. 
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Figure 6.15: Generation of FOA B-format representation for a synthetic audio scene made up of different virtual audio sources.

The audio encoding of the B-format signals involved the consecutive steps of 50 Hz high-pass filtering, RMS level adjustment (-32 dBov) and 4xEVS audio encoding. The same high-pass filtering and level adjustment was applied to the non-coded conditions.  

The mapping of the B-format signals to the loudspeaker signals entailed a standard ambisonic decoding of the B-format signals to the loudspeaker signals followed by a level adjustment as illustrated in Figure 6.16. 
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Figure 6.16: Mapping FOA B-format signals to loudspeaker signals.

The ambisonic decoding of the FOA signals to loudspeaker signals was done by first evaluating the spherical harmonic transform matrix Yd that maps the loudspeaker positions to the FOA beams, then evaluating the decoding matix D as the pseudo inverse of Yd , and then multiplying each FOA sample vector with decoding matrix D. The 24 loudspeaker signals were jointly normalized to an RMS level of -39.8 dBov, while the stereo channels were normalized to an RMS level of -29 dBov to be perceived similarily loud in average.

The ACN ambisonics channel order and the SN3D spherical harmonic normalization were used.

During the test the subjects were able to adjust the playback volume in a range of +/-4 dB, but were instructed not to change this setting while comparing the test samples.

6.1.7.7
Listening panel

The listening panel consisted of 8 experienced listeners of the Audio technology section at Ericsson Research. The main test duration was approximately 1.5 hours including the training session. Post-screening of the test subjects was made according to ITU-R BS.1534-3 [22] and none of the test subjects were rejected.
6.1.7.8
Software

The user interface used during the test was based on a typical MUSHRA test interface, with the addition of a second rating scale, see Figure 6.17.
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Figure 6.17: Software GUI used in the test
6.1.7.9
Test results for A- and B-format pre-test

The test results for the overall quality of the pre-test comparing coding of A-format signals and B-format signals are shown in Figure 6.18-6.20. The difference overall scores of the B-format obtained a statistically significant better performance than the A-format at 4x13.2 and 4x24.4 kbit/s. Similar observations were made for the spatial quality.
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Figure 6.18: Absolute overall scores, with 95% CI.
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Figure 6.19: Difference overall scores for 4x13.2 kbit/s, relative to A-format 4x13.2 kbit/s, with 95% CI.
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Figure 6.20: Difference overall scores for 4x24.4 kbit/s, relative to A-format 4x24.4 kbit/s, with 95% CI.
6.1.7.10
Test results for main test

The test results of the main test are shown in Figure 6.21-6.24.
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Figure 6.21: Absolute overall scores, with 95% CI.
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Figure 6.22: Absolute spatial scores, with 95% CI.
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Figure 6.23: Differential overall scores, relative to 4x13.2 kbit/s, with 95% CI.
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Figure 6.24: Differential spatial scores, relative to 4x13.2 kbit/s, with 95% CI.
6.1.7.11
Complexity

As reported in the performance characterization of the EVS codec [69], the combined encoder and decoder worst-case complexity is 87.97 WMOPS. Running four parallel EVS encoders and decoders would consequently in the worst-case consume 351.88 WMOPS. It should be noted that the in [69] reported operation modes consuming the worst-case complexity are not among the tested conditions which means this is a conservative complexity estimate. Additionally, considering decoder only, the worst-case complexity is reported to be 31.72 WMOPS, which means 126.88 WMOPS would be consumed for decoder-only use cases.
Similarly, the EVS codec (including both encoder and decoder) is reported to use 149 kW (16-bits) of RAM, 147 kW of ROM, and 114500 program instructions. When running four simultaneous instances of the EVS codecs it is assumed optimizations can be done such that ROM and program instructions can be shared, which means only the RAM consumption would increase by the number of codec instances, i.e. 596 kW RAM assuming no optimizations.

The EVS codec operates on 20 ms frames with an algorithmic delay of less than or equal to 32 ms [69].
6.1.7.12
Conclusions

The results from the listening test show that coding of super-wideband FOA signals without a statistically significant degradation is achievable using the EVS codec at 4x96 kbit/s. In addition, an overall and spatial quality within the ‘Excellent’ region was reached at 4x48 kbit/s. For 4x24.4 kbit/s an overall quality in the upper end of the ‘Good’ region and a spatial quality in the ‘Excellent’ region were observed. The overall quality dropped significantly to ‘Fair’ when using 4x13.2kbit/s. 

Generally, a high spatial quality was observed for the EVS encoded conditions, which indicates that running four independent codec instances encoding the FOA B-format does not introduce severe spatial problems. The pre-test showed a better performance when encoding the B-format, but no further evaluation of encoding A-format signals with the EVS codec was done. 

As the uncoded FOA condition was given as an explicit reference it was assumed that this representation was a preferable representation of the audio scenes. It was therefore also expected that the stereo condition, utilizing only two channels for rendering the audio scenes, would correspond to a quality less or equal to the FOA reference quality, which is also inline with the observations in Clause 6.1.5. It was of specific interest to find out whether the coded FOA representations would be perceived having better or worse quality than the uncoded stereo condition having a limited capability in its spatial representation. It is clear that FOA provides a symmetric representation of the sound scene allowing for head rotations (3 DoF), which is of specific importance for VR use cases, that is not achievable by rendering stereo signals.

As seen from the results, all EVS FOA conditions except FOA at 4x13.2kbit/s provided a significantly better overall quality than the stereo condition and in terms of spatial quality the stereo condition performed significantly worse than the FOA conditions. It can be observed that the spatial quality for the stereo condition is performing relatively worse for items comprising complex audio scenes with surrounding sounds than e.g. for Item1 and Item6, comprising a synthetic and recorded scene of narrow (point-like) sound sources. This shows that even with uncoded stereo channels, the codec distortions introduced by the EVS codec for FOA at 4x24.4 kbit/s and above were perceived as less of degradation than what the stereo rendering was. However, as the FOA condition was given as the explicit reference, the stereo condition quality scores might have been negatively affected which affects the relative comparison.  

The tests were performed using loudspeaker rendering to avoid effects of non-personalized HRTFs for binaural rendering. It is assumed that a good binauralization can be achieved by rendering of virtual loudspeakers, but it should be noted that the potential effects on the binaural rendering, e.g. the amount of externalization, coming from codec distortions were not assessed in this experiment.

The expected worst-case complexity for running four parallel EVS codecs (encoders and decoders) is 351.88 WMOPS based on the complexity reported in the performance characterization report for the EVS codec [69], while it would be 126.88 WMOPS for decoder-only use cases. Additionally, a combined encoder and decoder memory usage of 596 kW (16-bit) for RAM can be expected without specific optimizations, while ROM and program instructions should possibly be shared implying a ROM consumption of 147 kW and 114500 program instructions.
10.1
Conclusion on Ambisonics audio aspects

While technology trends in the VR area seem manifold, there are strong indications that scene-based VR audio representations based on Ambisonics are highly relevant. Although the audio experiments presented in this technical report are limited, e.g. in the number of audio items and renderers utilized, there is an indication that FOA-based VR services utilizing some 3GPP codecs are possible. It has not been studied whether it is feasible to support HOA using existing 3GPP codecs.


One study, presented in Clause 6.1.5, indicates that FOA can provide a statistically significantly better spatial localization quality than what can be achieved in mono or stereo (as supported in 3GPP speech and audio services). An important aspect of the Ambisonics representations is the ability to present immersive sound allowing time-variant rotations (yaw, pitch, roll) which results in a more natural listening experience than is achievable with static mono or stereo channels. 

Two studies, presented in Clauses 6.1.3 and 6.1.5, have also shown that the localization quality of FOA representations is statistically significantly lower than for HOA representations. The findings suggest that solutions providing HOA representations can provide a higher quality than what can be obtained by FOA solutions.

Two other studies, presented in Clauses 6.1.6 and 6.1.7, assessed coding of FOA B-Format signal representations with 3GPP eAAC+ and 3GPP EVS codecs, respectively. These were comparative studies assessing the quality of coded FOA representations compared to uncoded FOA.

The study presented in Clause 6.1.6 suggests that two 3GPP eAAC+ stereo streams can appropriately carry B-format audio that was derived from 7.1.4 channel audio, after a conversion to A-format. Renderered to a 7.1.4 loudspeaker array as well as binauralized to headphones with generic HRTFs and without head-tracking MUSHRA listening test results indicate that the “Good” to “Excellent” quality range is achievable at bitrates from 64kbps (2x32kbps) to 192kbps (2x96kbps). In that range a quality increase is observed that is commensurate with increased bitrate.  
Clause 6.1.7 shows that the 3GPP EVS codec can be used to encode super-wideband FOA B-format representations obtaining MUSHRA scores in the “Good” to “Excellent” quality range with increasing quality from 4x24.4 kbit/s to 4x96 kbit/s compared to uncoded FOA. This shows the potential of using the 3GPP EVS codec for FOA-based VR audio services for conversational and streaming use cases.

An EVS-based FOA solution would without optimizations result in a worst-case computational complexity and RAM usage of four times the EVS codec. This would be 351.88 WMOPS and 596 kW (16-bit) RAM for the combination of encoders and decoders, while it would be 126.88 WMOPS for decoder-only use cases.  It can however be assumed that program instructions and ROM can be shared between the codec instances, i.e. resulting in the same requirements as for the EVS codec for mono signals. 

By using ACN/SN3D formatted FOA signals, it was shown in Clause 6.1.7 that a generic FOA renderer (designed to process ACN/SN3D formatted FOA signals) can be used to deliver coded audio signals to the listeners over loudspeakers. Aspects of binauralization were not particularily assessed in the study.
The results presented in this report indicate that: (1) FOA enables a user experience for VR exceeding the experience with mono or stereo audio in a statistically significant manner, and (2) there is additionally a statistically significant quality increase with HOA over FOA. The results show further that some existing 3GPP speech/audio codecs are capable of encoding FOA audio with high quality. This suggests that normative work specifying VR services could rely on existing 3GPP codecs at least as short-term solution for enabling the carriage of the VR audio component. By specifying a generic Ambisonics format such as ACN/SN3D and a fixed bit-distribution between the channels the need for additional metadata and SDP parameters would be limited. It could e.g. be that the existing EVS SDP parameters for transport of 4 EVS channels are used and a new SDP parameter implying the ambisonics format is defined. Noting that there are audio rendering and binauralization technologies that already exist outside of 3GPP, end-to-end solutions for the audio component of 3GPP VR services could be enabled in a brief time frame.
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