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6.1.4
Test of the ISO/IEC 23008-3 MPEG-H 3D Audio scene based coding scheme

The MPEG-H verification test report [36] provides details on four listening tests that were conducted to assess the performance of the Low Complexity (LC) Profile of MPEG-H 3D Audio.
(…)

6.1.6

Listening test for coding of first-order Ambisonics using the EVS codec
Introduction

The experiment in clause 6.1.5 showed that the Ambisonics formats (1st to 3rd order) are performing clearly better than what is achievable using existing 3GPP speech and audio services (mono or stereo) in terms of overall quality and spatial localization accuracy representing synthetic audio scenes. 

In this experiment, the perceived overall and spatial quality of synthetic and recorded first-order Ambisonics (FOA) representations encoded by the EVS codec [67] were assessed. A comparison of encoding the A- or the B-format of the FOA representations with EVS was made as pre-screening for the main listening test. In addition, rendering of FOA was compared to stereo (two channel) rendering to relate the QoE to existing 3GPP speech and audio services for VR use cases.

Objectives

The main objective of the experiment was to assess the suitability of encoding FOA for VR use cases using existing 3GPP speech and audio codecs. The EVS codec was selected considering the need to cope well with speech and generic audio signals. As a speech and audio codec the EVS codec is suitable for conversational applications, requiring a low delay, as well as non-conversational use cases where higher quality is a key factor. The experiment covered several codec configurations to assess if an appropriate VR QoE can be obtained under consideration of bit rate constraints.
In addition, there was an objective to assess the suitability of FOA as a format for encoding a variety of audio material including recordings and synthetically generated audio scenes, e.g. by mapping a monophonic audio source to the B-format representation, especially in relation to what is achievable in existing 3GPP speech and audio services. The experiment aimed to cover a plurarity of auditory scenes to obtain more confidence in the generality of the results. 
This experiment focused on the overall quality including additional evaluation of the spatial quality in terms of source localizability, width, height, depth, distance and spatial envelopment or immersiveness. Such spatial attributes are important factors to consider when assessing whether a particular Ambisonics representation is suitable for an immersive experience.

Test methodology

In this test, a method inspired by the ITU-R BS.1534-3 (MUSHRA) [22] test methodology was used. In contrast to an ordinary ITU-R BS.1534-3 test, there were two simultaneous ratings for each sound example, one for overall quality and one for spatial quality where the listeners were instructed to consider the source localizability, width, height, depth, distance and spatial envelopment or immersiveness. The use of more than one scale in the same trial have been tested successfully before in [65], and is also used in ITU-T P.806 [66] where 6 + 2 test questions are rated in the same trial.
Physical test setup

In order to avoid the effect of HRTF filtering the test was carried out with a 24-loudspeaker setup arranged in three circles, one at -30° elevation, one at 0° elevation and one at +30° elevation. The circles were offset 22.5° between the levels to distribute the speakers as evenly as possible. All speakers were positioned 2.0 m from the listening position as shown in Figure 6.10. The speakers chosen for this test, M-Audio AV-40, are compact 2-way speakers that, due to their size are limited in bass response but, on the other hand, provide a more defined acoustic center than bigger multi-driver speakers.

The room used for the test is a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 
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Figure 6.10: 24-loudspeaker setup. The blue speakers are placed at an elevation of -30 degrees, the black speakers at an elevation of 0 degrees and the orange speakers at an elevation of 30 degrees.
All speakers are placed at a distance of 2.0 m from the center.
The test subjects were instructed to sit in the sweet spot of the loudspeaker array, while having the freedom to turn their head and move their upper torso slightly to better zoom in on a particular audio component of interest. The testing software provided a function to guide the user into the exact sweet spot. This was done by playing pink noise through all the speakers and finding the right position by minimizing the panning and the phasing effects that can be heard when moving out of the sweet spot.
Test material

The material included a variety of different audio scenes that are relevant for VR use cases. Ten different audio scenes were obtained and converted into a B-format representation. There were three types of scenes:

· Recorded scene
Recorded with a Sennheiser Ambeo microphone, i.e. a tetrahedral arrangement of four microphones (A-format), which were transformed to a B-format representation

· Synthetic scene
Virtual static and or moving audio sources encoded into a B-format representation
· Mixed scene

A mixture of a recorded scene and a synthetically encoded scene

Table 6.7 lists the scenes and gives a short decription of the content. Item11 was used in a training session and the results for that item are not presented as part of the test results.
Table 6.7: Audio scenes used in the test
	Scene name
	Scene description

	Item1 (synthetic)
	The sound of rattling screws in a glass, moving 360 degrees in azimuth, in an even counter clockwise circular movement, starting from straight ahead (0 degrees), at fixed elevation 30 degrees.

	Item2 (recorded)
	Two choirs singing in a church at the left and right sides of the microphone.

	Item3 (recorded)
	A choir singing and a chamber orchestra playing in a church at the front of the microphone.

	Item4 (recorded)
	A big band playing around the microphone. A trombone section in the front of the microphone, a solo saxophone to the left, and bass, guitar and drums at the back. 

	Item5 (recorded)
	A subway train on a track above the microphone approaching the station from top left. Low level background with people talking at far distances and birds singing.

	Item6 (recorded)
	A shaken match box circulated around the microphone approximately fixed elevation of 0 degrees. Captured in a well sound proofed and acoustically treated audio lab, rated as NR10, with short reverberation time. 

	Item7 (recorded)
	Two male talkers at fixed positions, approximately ± 45 degrees, conversating on sidewalk adjacent to a city street with moderate traffic. Woman with high heel shoes passing by on the left-hand side.

	Item8 (recorded)
	Two simultaneous conversations in a small conference room on the left respectively right hand-side of the microphone. The left-hand conversation between two male talkers at approximately azimuth 45 degrees (front left), and azimuth 120 degrees (back left). The righ-hand side conversation between one male talker at approximately azimuth -45 degrees (front right) and one female talker at approximately azimuth -120 degrees (right back). 

	Item9 (recorded)
	Two male talkers conversating in a reverberant stair house. The first talker at a fixed position at approximately azimuth 45 degrees (front right). The second talker coming down the stairway from top left, stopping at a position of azimuth about -45 degrees (front left).

	Item10 (mixed)
	Two voices synthetically placed at fixed elevation of 0 degrees are heard from different azimuth angles. A female voice is heard from azimuth +30 degrees (front left) and a male voice from azimuth +150 (back left). Mixed at 15 dB SNR with recording of an outdoor bus station containing people talking at far distances and birds singing.

	Item11 (recorded), only used for training session
	A big band playing around the microphone. A trombone section in the front of the microphone, a saxophone section to the left, a trumpet section to the right and bass, guitar and drums at the back.


Test conditions
One important aspect of the assessment was to decide on which of the two Ambisonic representations of the audio scenes, the A- or the B-format, should be encoded. A short pre-test with the items 1, 2, 4, 8 and 9 and four listeners was performed with EVS encoded A- and B-format of the same audio scenes at 4x13.2 and 4x24.4 kbit/s. The input signals were sampled at 32 kHz and the codec was running in SWB mode. As for ordinary MUSHRA tests low-pass anchors at 3.5 and 7 kHz and a hidden reference were included. The conditions for the pre-test are presented in Table 6.8. The result showed that the audio scenes renderings from B-format encoded material obtained statistically significant better scores for overall and spatial quality, especially for the lowest bitrate, see figures 6.15 to 6.17. 
Table 6.8: Conditions evaluated in the pre-test
	Short name
	Description
	Rendering details

	ANCH-3k5
	Low-pass filter anchor, cutoff = 3.5 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	ANCH-7k
	Low-pass filter anchor, cutoff = 7 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	EVS-4x13k2-A
	A-format FOA, EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x13k2-B
	B-format FOA, EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-A
	A-format FOA, EVS @ 4x24.4 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-B
	B-format FOA, EVS @ 4x24.4 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	REF
	Hidden reference, Uncoded FOA
	Rendered via B-format to 24 loudspeaker signals.


For the main test the EVS codec was used to encode the four B-format components with an even bit distribution of 4x13.2, 4x24.4, 4x48 and 4x96 kbit/s. The input signals were sampled at 32 kHz and the codec was running in SWB mode. In addition, there was a stereo condition where the B-format was decoded onto two of the loudspeakers at elevation 0 degrees and azimuth angles ± 67.5 degrees. The test further included low-pass anchors at 3.5 and 7 kHz and a hidden reference. The conditions for the main test are presented in Table 6.9.
Table 6.9: Conditions evaluated in the main test
	Short name
	Description
	Rendering details

	ANCH-3k5
	Low-pass filter anchor, cutoff = 3.5 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	ANCH-7k
	Low-pass filter anchor, cutoff = 7 kHz
	Low-pass filter applied to each of the loudspeaker signals of the reference signal. Rendered via B-format to 24 loudspeaker signals.

	STEREO
	Uncoded FOA rendered to stereo
	Rendered via B-format to two loudspeakers at 0 degree elevation at ±67.5 degrees azimuth.

	EVS-4x13k2-B
	B-format FOA encoded by EVS @ 4x13.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x24k4-B
	B-format FOA encoded by EVS @ 4x24.2 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x48k-B
	B-format FOA encoded by EVS @ 4x48 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	EVS-4x96k-B
	B-format FOA encoded by EVS @ 4x96 kbit/s
	Rendered via B-format to 24 loudspeaker signals.

	REF
	Hidden reference, Uncoded FOA
	Rendered via B-format to 24 loudspeaker signals.


The generation of the FOA B-format representation for the recorded audio scenes entailed two processing steps. First ambisonic decoding of the A-format microphone signals into the B-format, and then microphone equalization of the B-format signals as illustrated in Figure 6.11. The ambisonic decoding of the recorded A-format signal to a FOA signal was done by multiplying the A-format signal with the decoding matrix D, obtained as a pseudo-inverse from the spherical harmonic transform matrix Y that maps the microphone orientation angles to the FOA beams. The microphone equalization filters were obtained from the A-to-B-converter VST-plugin for the Sennheiser Ambeo microphone, which is available on Sennheiser’s home page.
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Figure 6.11: Generation of FOA B-format representation from a recorded A-format representation.

The generation of the FOA B-format representation for synthetical audio scenes simply entailed the ambisonic encoding of each virtual audio source into a B-format signal as illustrated in Figure 6.12. The ambisonic encoding of the virtual sources to a FOA signal was done by multiplying each sample of a source signal with the spherical harmonic transform vector Ye mapping the current position of the source to the FOA beams. For moving sources the Ye matrix was updated at every sample. 
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Figure 6.12: Generation of FOA B-format representation for a synthetic audio scene made up of different virtual audio sources.

The audio encoding of the B-format signals involved the consecutive steps of 50 Hz high-pass filtering, RMS level adjustment (-32 dBov) and 4xEVS audio encoding. The same high-pass filtering and level adjustment was applied to the non-coded conditions.  

The mapping of the B-format signals to the loudspeaker signals entailed a standard ambisonic decoding of the B-format signals to the loudspeaker signals followed by a level adjustment as illustrated in Figure 6.13. 
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Figure 6.13: Mapping FOA B-format signals to loudspeaker signals.

The ambisonic decoding of the FOA signals to loudspeaker signals was done by first evaluating the spherical harmonic transform matrix Yd that maps the loudspeaker positions to the FOA beams, then evaluating the decoding matix D as the pseudo inverse of Yd , and then multiplying each FOA sample vector with decoding matrix D. The 24 loudspeaker signals were jointly normalized to an RMS level of -39.8 dBov, while the stereo channels were normalized to an RMS level of -29 dBov to be perceived similarily loud in average.

The ACN ambisonics channel order and the SN3D spherical harmonic normalization were used.

During the test the subjects were able to adjust the playback volume in a range of +/-4 dB, but were instructed not to change this setting while comparing the test samples.

Listening panel
The listening panel consisted of 8 experienced listeners of the Audio technology section at Ericsson Research. The main test duration was approximately 1.5 hours including the training session. Post-screening of the test subjects was made according to ITU-R BS.1534-3 [22] and none of the test subjects were rejected.
Software

The user interface used during the test was based on a typical MUSHRA test interface, with the addition of a second rating scale, see Figure 6.14.
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Figure 6.14: Software GUI used in the test
Test results for A- and B-format pre-test
The test results for the overall quality of the pre-test comparing coding of A-format signals and B-format signals are shown in Figure 6.15-6.17. The B-format obtained a statistically significant better performance than the A-format at 4x13.2 and 4x24.4 kbit/s. Similar observations were made for the spatial quality.
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Figure 6.15: Absolute overall scores, with 95% CI.
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Figure 6.16: Difference overall scores for 4x13.2 kbit/s, with 95% CI.
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Figure 6.17: Difference overall scores for 4x24.4 kbit/s, with 95% CI.
Test results for main test
The test results of the main test are shown in Figure 6.18-6.21.
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Figure 6.18: Absolute overall scores, with 95% CI.
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Figure 6.19: Absolute spatial scores, with 95% CI.
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Figure 6.20: Differential overall scores, with 95% CI.
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Figure 6.21: Differential spatial scores, with 95% CI.
Complexity

As reported in the performance characterization of the EVS codec [68], the combined encoder and decoder worst-case complexity is 87.97 WMOPS. Running four parallel EVS encoders and decoders would consequently in the worst-case consume 351.88 WMOPS. It should be noted that the in [68] reported operation modes consuming the worst-case complexity are not among the tested conditions which means this is a conservative complexity estimate.

The EVS codec is reported to use 149 kW (16-bits) of RAM, 147 kW of ROM, and 114500 program instructions. When running four simultaneous instances of the EVS codecs it is assumed optimizations can be done such that ROM and program instructions can be shared, which means only the RAM consumption would increase by the number of codec instances, i.e. 596 kW RAM assuming no optimizations.

The EVS codec operates on 20 ms frames with an algorithmic delay of less than or equal to 32 ms [68].
Conclusions

The results from the listening test show that transparent coding of FOA signals is achievable using the EVS codec at 4x96 kbit/s. In addition, an overall and spatial quality within the ‘Excellent’ region was reached at 4x48 kbit/s. For 4x24 kbit/s an overall and spatial quality in the upper end of the ‘Good’ region was observed while the overall quality dropped significantly to ‘Fair’ when using 4x13.2kbit/s. 

Generally, a high spatial quality was observed for the EVS encoded conditions, which indicates that running four independent codec instances encoding the FOA B-format does not introduce severe spatial problems. The pre-test showed a better performance when encoding the B-format, but no further evaluation of encoding A-format signals with the EVS codec was done. 

All EVS conditions except the 4x13.2kbit/s provided a significantly better overall quality than the stereo condition and in terms of spatial quality the stereo condition performed significantly worse than the FOA conditions. This indicates that, compared to existing 3GPP services, a significantly improved QoE can be obtained for immersive VR use cases by encoding FOA representations using the EVS codec.
