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Executive summary

The 3GPP SA4 MTSI SWG and MBS SWG jointly met for three days at Samsung's R&D Campus in Seoul, South Korea.  The meeting was sponsored by Samsung.
The meeting was successful in enabling key interested companies to align their understanding and goals for the work. The meeting was able to reach agreements in the areas of:

 

1. Phasing the work into

· Phase 1: specification complete by December 2018

· Phase 2: start after Phase 1 and could continue into Rel-16

2. Core use cases

· Terminal-to-Server

· Terminal-to-Terminal

· Third Party Application Support

· Server-based stitching

· Immersive Telepresence 

3. Architecture

· IMS/MTSI-based

· Generalized REST-based to support "transparent" modes

4. Partitioning functionality between the Control Plane and User Plane

5. Options for FLUS & Media Session Control Plane, including high level instantiations for MTSI-based and Third Party (YouTube, FaceBook) 

6. FLUS User Plane Functions

7. Baseline metadata

· Characteristics

· Dynamic/Static

 
1
Opening of the session
The MTSI SWG Chairman, Nikolai Leung (Qualcomm Incorporated), opened the MTSI-MBS SWG meeting at September 5 2017, at 10:45 hours, and welcomed the delegates.

Bo Burman (Ericsson), supported by Charles Lo (Qualcomm Incorporated), was appointed as secretary for the meeting.

2
Approval of the agenda and registration of documents
The registration of documents was reviewed.

The agenda in Tdoc #1 was updated to Tdoc #23. The agenda and Tdoc allocation was approved.

3
IPR and antitrust reminder

The Chair stated,
"I draw your attention to your obligations under the 3GPP Partner Organizations' IPR policies. Every Individual Member organization is obliged to declare to the Partner Organization or Organizations of which it is a member any IPR owned by the Individual Member or any other organization which is or is likely to become essential to the work of 3GPP.

Delegates are asked to take note that they are thereby invited:

-    
to investigate whether their organization or any other organization owns IPRs which were, or were likely to become Essential in respect of the work of 3GPP.

-    
to notify their respective Organizational Partners of all potential IPRs, e.g., for ETSI, by means of the IPR Information Statement and the Licensing declaration forms".

Therefore:

	“The attention of the delegates to the meeting of this Technical Specification Group was drawn to the fact that 3GPP Individual Members have the obligation under the IPR Policies of their respective Organizational Partners to inform their respective Organizational Partners of Essential IPRs they become aware of.

The delegates were asked to take note that they were thereby invited:

·         to investigate whether their organization or any other organization owns IPRs which were, or were likely to become Essential in respect of the work of 3GPP.

·         to notify their respective Organizational Partners of all potential IPRs, e.g., for ETSI, by means of the IPR Information Statement and the Licensing declaration forms

(http://www.etsi.org/WebSite/document/Legal/IPRforms.doc).


After the call for IPR, the Chair made the following statement regarding antitrust and competition laws:

"I also draw your attention to the fact that 3GPP activities are subject to all applicable antitrust and competition laws and that compliance with said laws is therefore required of any participant of this TSG/WG meeting including the Chairman and Vice Chairman. In case of question I recommend that you contact your legal counsel.

The leadership shall conduct the present meeting with impartiality and in the interests of 3GPP.

Furthermore, I would like to remind you that timely submission of work items in advance of TSG/WG meetings is important to allow for full and fair consideration of such matters."

Therefore:

"The attention of the delegates to the meeting was drawn to the fact that 3GPP activities were subject to all applicable antitrust and competition laws and that compliance with said laws was therefore required by any participant of the meeting, including the Chairman and Vice-Chairmen and were invited to seek any clarification needed with their legal counsel. The leadership would conduct the present meeting with impartiality and in the interests of 3GPP. Delegates were reminded that timely submission of work items in advance of TSG/WG meetings was important to allow for full and fair consideration of such matters."

4
Reports and liaisons from other groups

There were no reports or liaisons from other groups.  

5
Framework for Live Uplink Streaming (FLUS)

#2 “FLUS - Progressing work”

Nik presented this document. The general idea of phasing the work was agreed.

· Thorsten: suggests on FLUS Network Server portion of Fig. 1 to show a function that terminates the RESTful API like xMB, likely the server side as that is exposing the RESTful API.

· Imed comments that this was not the intent, server side would be out of scope.

· Thorsten still believes that information on what functions the API triggers is necessary.

· Nik: not sure what additional functionality needs to be defined besides the Control API and the RESTful API in Fig. 2

· Imed: do we believe phase 1 to define the Control API?

· Thorsten: thinks Control API is outside Phase 1

· Charles: Could not the Control API also be used when exposing MTSI functionalities? Thorsten: This makes more sense in Figure 4.

· Imed: there would not be need for RESTful API if leveraging MTSI client in UE; thinks Control API more appropriate for separate capture device from phone

· Thorsten: In Figure 2, assuming that the Application could e.g. be Facebook, and further assuming that the RESTful API would e.g. control usage of QoS, it would be hard to imagine the Facebook app to include something controlling QoS. What would the RESTful API actually control there? The picture is good helping to understand separation between 3rd party and 3GPP.

· Charles: Think we would need to populate the figures with a bit more information.

· Nik: The Application and the FLUS server need not be provided by the same company.

· Thorsten: Propose to focus just on Figures 3 and 4. Find it hard to understand what is really included in Figures 1 and 2.

· Nik: Believe we are agreeing in what to say, but we may disagree in how to show it

· Nik: wishes to enable 3rd party to use existing media plane but still leverage 3GPP-defined network API to request QoS; that’s the rationale for Fig. 1

· Thorsten: for Fig. 6, there should be interface between IMS Core and FLUS server for IMS Core to provide session description info

· Thorsten: For clause 4, propose to keep the same structure regardless if the sink is a device or a server. Nik: Agree.

· On clauses 5 and 6: control and media plane protocols

· Thorsten: Would have to clarify that the RESTful interface would not necessarily establish the media plane.

· Imed: RESTful API can be used to set up the Media plane instantiation

· Nik; want to clarify in RTMP case, does this means codecs selection are defined only by RTMP?

· Thorsten: RTMP simply allows client to declare what codecs it wishes to use, and server responds with what it supports; only defines selection, not negotiation

· Nik: if use RESTful API in control plane, it would not reinvent RTMP function such as codec selection; what happens if RESTful API also defines selection; how to address similar function when using RTMP?

· Meaning of agnostic: Imed, think it should mean if FLUS service implementer wishes to add another content transport protocol, it should not require change to RESTful API; SDP declares the intended protocol for use, offer/answer model used

· Thorsten: thinks should say framework should support vendor-specific extensions: any vendor can add any extensions without changing 3GPP spec

· Nik: function such as codec selection; how to address similar function when using RTMP (i.e. not using codec selection function in RTMP)? Do we duplicate use of such selection function?

· Thorsten: this can be done, except thinks RTMP determined selection has precedence

· Imed: if selected codec in RESTful API is negated by the RTMP codec selection, needs to allow server to reject the latter selection

· Thorsten: there are certain functions to be done by RESTful API vs those done by the transport protocol; RTP could also be set up by RESTful API

· Nik pointed to agreement that FLUS control protocol should be specified to support the above generic descriptions and listed instantiations. API framework should support vendor-specific extensions.

· Thorsten: think “FLUS transparent mode” (as defined for xMB) is not applicable in FLUS - server must be aware of the protocol of incoming media

· Kyunghun: Do you want to specify a different word than “transparent” for this? “Transparent” makes sense to me. Thorsten: I would rather call it “vendor-specific extensions”, being transparent to the specification.

· Nik: Showing how to get QoS would be very good examples.

· Thorsten: In clause 7 (security), you should also show user plane.

· Charles: Agree, I have a contribution on this topic.

· On clause 8 - Application QoS requirements:

· Discussion on how MTSI defines QoS

· Thorsten: on rate adaptation - keep 360 view and lower quality, or dump 180 degrees to maintain resolution of other 180 degree view?

· Thorsten: when define min data rate, how many short peaks allowed? GBR can be exceeded if MBR allows it

· Nik: can also exceed GBR within defined time windows

· Nik: in MTSI defined 2-sec window for speech where GBR can be exceeded

· Nik: we may need to communicate to SA2 and RAN on desired support for averaging window for data rate; may preclude PHY retransmissions

· Thorsten: should clarify application level QoS requirements in context of retransmissions; for example cannot achieve 10 msec latency and zero loss rate

· Stanley: current PHY spec don’t consider averaging windows

· Thorsten: some combinations of these QoS requirements might not make sense

· Nik: latency could be mouth-to-ear or photon to screen; these parameters are mean to be high level, above RTP

· Nik: agrees some combinations cannot work; the table is not meant to imply such

· Imed: 5QI defines packet latency and packet loss but not data rate. Nik: Correct, those are given separately by MBR/GBR.

· Kyunghun: mobility speed is another factor; also consider the spectrum being used - physical alignment issue of antennas between sender and receiver devices

· Clause 9, normative spec changes:

· Kyunghun: MTSI provides 2-way comms, and could always be running to support the 2-way voice as part of FLUS

Outcome: Qualcomm to update the document into Tdoc #24 per discussion today to be re-discussed later this week.

#24 “FLUS - Progressing work”

Nik presented:

Discussion:

· Thorsten: We decided during this ad-hoc (“Case A” and “Case B” discussion) that figure 1 & 2 were not in scope, only 3&4; is that reflected?

· Nik: Not yet.

· Thorsten: We thought that the case with having only QoS bearer and everything else out of scope was so simple that it would not require specification in FLUS.

· Stanley: Another way would be that 3rd party application uses REST interface to QoS handling. This would be part of “F-C”. We need to think about this and check.

· Conclusion: Updated into Tdoc #36. Agreed without presentation.

5.1
Use Cases & Early Deployment Requirements (Tdocs 13  14  15  7)
Thorsten presented Doc 13 “FLUS e2e Use-Case realization using xMB and MBMS (including MooD)”.

Discussion:

· Kyunghun: what is the expected tolerable delay for this use case?

· Thorsten: maybe like Super Bowl; several sec delay added by service provider; if TV user case, there may be an editor to control decoding followed by encoding; on distribution side using DASH, could end up with up to 30 sec additional delay due to buffer management; with Twitter and social media apps, will need to reduce the e2e delay

· Kyunghun: typical implementations he thinks require latency less than 10 sec

· Stanley: why necessary to separate ingest server from distribution system?

· Thorsten: these could be implemented in same box; do we conceive these to be separate or integrated?

· Stanley: 

· Operator could offer FLUS server with and without transcoding function

· Stanley: interest in QoS of broadcast delivery

· Thorsten: MBMS delivery offers fixed QoS; not all FLUS server to implement xMB

· Stanley: multiple capability support by FLUS server; can expose multiple xMB interfaces

· Charles: this use case is very specific to media producer intends to have its content delivered via MBMS, and hence supports xMB

· Thorsten: agrees, this implies non-reachability of fixed devices

· Thorsten: media producer assumes no presence of Facebook server; but strictly media ingress to BM-SC 

· Thorsten: had originally considered section 2 into Permanent Doc, but may need to modify section 3 

· Imed: It seems to me that all we need to do is capability discovery on the FLUS side, very different from what we originally anticipated.

· Thorsten: I don’t see how we can easily from metadata understand what has to be done with what the ingest server receives, like learn that 8 different streams received simultaneously are supposed to be input to stitching. Imre: Agree that we have to define all of these aspects related to distribution and processing. Thorsten: We need to work on the details; what is in scope of phase 1. Imed: Discovering that the server can connect to Facebook is one thing, configuring what to do is another.

· Charles: What is upper and lower arrows in Figure 1? Thorsten: Upper is configuration data to decide on e.g. forwarding and transcoding. Lower is media plane. Charles: Is control going through same cloud as media; why separate? Thorsten: Should probably be clarified in an update that it is not a separate cloud for media. 

· Conclusion: Make update in Tdoc #25.

Thorsten presented Tdoc 14 “Updates to the FLUS ‘Live Uplink video stream from drones or moving vehicles' use-case”. 

Discussion:

· Stanley asked about meaning of audio stitching

· Thorsten: it’s a typo - means audio switching

· Stanley asks whether instead of dropping streams to use rate adaptation to downgrade quality instead. Thorsten: use case is only about the former as requirement

· Charles: What does 2nd potential requirement mean?

· Thorsten: To be able to compensate for uplink bitrate variations, it should be possible to configure the uplink delay. This really refers to the e2e delay for reception at the media sink.

·  This is “above” QoS, because it is considering the uplink streaming behavior; to leave time for the server to buffer a bit longer.

· Stanley: The 3rd potential requirement; what does “same type” mean?

· Thorsten: Same media type, like “video”, but also typically comes from the same “content”.

· Conclusion: Will be revised to Tdoc #26

#15 “VR Telepresence Use Case for FLUS”
Simon presents. Got input from Thorsten about also including more relaxed, lower quality modes that were not included in any update yet.
Discussion:

· Thorsten: Is this conversational, or uni-directional like a teacher-pupil scenario? Can we regard this as uni-directional, low latency video, or is it bi-directional? Are the directions independent? Simon: For the virtual teacher, there were other use cases. When writing it, it was two-way. The back direction you can achieve in the same way but also in another way, so the smarter way to describe it as two separate directions. Thorsten: Yes, would be good to describe that there are no additional requirements that come in, like not assuming that it is symmetrical bi-directional.

· Stanley: The voice communication is bi-directional, but the video can be uni-directional.

· Kyunghun: I have a similar case where synchronization is not really possible due to stitching that requires additional time.

· Thorsten: Suggest we should use the numbers as guidelines. Here, a few modes are proposed. If you select a low latency mode, there should not be a multi-camera stream, but use an image from a single camera that do not have to use stitching. 

· Imed: Even the 180 view (fisheye), you still need to do some processing compared to 2D video.

· Nik: Is that as long as 500 ms?

· Imed: Could be.

· Kyunghun: For full 360 that could be required.

· Imed: If you have a GoPro rig, you can have 6 cameras and you could switch between them.

· Simon: There, for example, exist a cylindrical type 360 camera for video conferencing. Should we put realistic numbers, should we put what we want. Numbers are not important. Imed: Is lipsync what you want? Simon: Yes, but there are also use cases where you may not need it.

· Imed: We don’t want to give the impression that we can provide lipsync with 360 video.

· Nik: There’s nothing that prevents us to support it, if the codecs can provide it.

· Thorsten: Have not seen any functional requirement that would either prevent or ensure lipsync. Does anyone need or require lipsync?

· Nik: There are two use cases; one were audio and video are in sync and one where they are not.

· Stanley: For commercial deployment in near time, this type of low latency would not be possible.

· Kyunghun: <Shows video with 360 cylindrical video use case and synchronized audio>.

· Simon: Want to have the possibility to realize VR communication in different ways. 

· Nik: I’m not worried about setting the requirements too high.

· Thorsten: If we have more modes, we must have the possibility to choose between them. If we focus only on low latency, we may get stuck in a single solution.

· Simon: If we have 300 or 500 ms stitching delay, it does not change how the 3GPP system works.

· Stanley: We need to have these specific parameters in the specification.

· Imed: Most current cameras do not support spatial audio. Is this a requirement for spatial audio?

· Simon: If you have 360 video, you would want to have spatial audio. You could also have 180 video and stereo audio.

· Imed: You could have multiple microphones, or you could have a mixed stream.

· Simon: If you have a single audio source, you could still want to know via metadata where this is coming from. Imed: That would be mono. Simon: Yes, but then you need metadata.

· Stanley: How could the metadata be produced?

· Imed: Like PCM with metadata, not stereo.

· Stanley: When installing microphone, they have metadata, we don’t define the metadata. Imed: We define a way to carry it.

· Kyunghun: We don’t define anything dependent on codec. For delay numbers, we can provide 200 ms for video call, but not for 360. There may be certain minimum delay achievable for immersive video.

· Thorsten: Can we relax the numbers? We are now talking about specific implementations. Which number would be OK to mention?

· Kyunghun: Even 3 seconds can be challenging.

· Nik: If you want telepresence, probably the most challenging one, you need this and we should not dilute it. You could in addition use another mode for other use cases.

· Simon: This delay number should not limit the use case.

· Thorsten: Maybe call it telepresence mode and say it allows for conversational use cases. We now seem to get stuck in numbers, which are implementation.

· Stanley: If using RTMP, the end-to-end delay can be 10 seconds today. We need studies on delay requirements for VR. We have studies for other communication, not for VR. Simon: For studies that are made, requirements are not getting harder for VR communication than for other communication.

· Nik: There is also a conversational 5G media WI where this use case would be in scope.

· Simon: Would you move everything there?

· Nik: We would not like to call it telepresence if the achievable latency is too long for that.

· Simon: We should at least lay down how we deal with low latency.

· Nik: We will have to factor in what the devices can provide and what the network then have to provide.

· Thorsten: Don’t get stuck on these 200 ms latency. Define modes, like telepresence, remote teaching.

· Simon: Say Ultra-Low Latency <500 ms, teaching 500-1000 ms (one-directional immersive), and above 1-3 sec for the others, as a rule of thumb.

· Stanley: This is specific for VR, not general? Simon: Yes, based on existing conferencing use cases.

· Stanley: The bandwidth numbers provided here have to be aligned with MPEG immersive media requirements.

· Kyunghun: Important use case, but numbers are really challenging.

· Simon: Let’s have more offline discussion to hopefully come to some conclusion.

· Thorsten: Would be good to talk about quality, rather than specific resolutions.

· Conclusion: Noted, will be Updated into Tdoc #28.

#7 “FLUS Use Cases for Industrial Applications”

Kyunghun presented.

Use cases for vehicular monitoring may relax delay constraints relative to MTSI, whereas remote control of vehicles/drones will impose more stringent delay than MTSI 

Discussion:

· Bo: do you think 2D video instead of immersive video might suffice for the control of vehicles/drones use case?

· Kyunghun: no specific view, other than more stringent latency may require new QCI to be defined

· Thorsten: Would probably be beneficial to include in realization considerations that 2D video should be considered, at least as a first stage, but that more immersive media can be considered when latency performance for that has improved. It would be good to detail media directionality in different phases of the use case, like if voice media is uni- or bi-directional.

· Bo: control channel for remote driving use case - is it separate to or part of the uplink? 

· Thorsten: thinks control loop is outside scope of FLUS

· Bo: two services to be tightly correlated

· Nik: both links need to be low delay; DL may also require special QCI

· For 1st use case, remove mentioning of instantiating MTSI for voice communications. Add note to 2nd use case that for realization considerations, could implement only 2D for today, and immersive in future

· Conclusion: Updated with the above comments into Tdoc #33, which is agreed without presentation.

#25 “FLUS e2e Use-Case realization using xMB and MBMS (including MooD)”

Thorsten presented.

Discussion:

· Conclusion: Proposal to include use case in Pdoc, and to include realization consideration into Pdoc within square brackets.

#26 “Updates to the FLUS ‘Live Uplink video stream from drones or moving vehicles' use-case”

Thorsten presented.

Discussion:

· Conclusion: Agreed.

#28 “VR Telepresence Use Case for FLUS”
Simon presents.
Discussion:

· Thorsten: Is it intended that quality levels are indicative, not mandatory?

· Simon: yes.

· Bo: Lacking “e.g.” for moderate and high quality bullets

· Simon: Yes.

· Conclusion: Updated into #37. Agreed without presentation.

5.2
Architecture (Tdocs 5  6->22  12  17  21)
#5 “Proposed terminal architecture for FLUS”
Stanley presented.

Discussion:

· Thorsten: It would be good to have the use case included in this document better described, similar to how other use cases are described.

· Nik: What does the “Media Controller” do? Kyunghun: For example controlling video based on direction of head, as described by the proposal section.

· Thorsten: Why not send entire 360?

· Stanley: Not possible to send entire 360 all the time.

· Thorsten: That would require communication between receiver and sender of a certain content. It seems from the figure the Media Controller within the same device can control the sender and the receiver, which would require external interaction to another device.

· Stanley: It is also connected to rate adaptation that would show parts in low resolution but only what is in view in high resolution.

· Thorsten: Then it would be good to describe such rate adaptation more.

· Nik: Head tracking can be done entirely in the receiver, not so much between receiver and sender of the same device.

· Kyunghun: The picture is simplified to describe both sender and receiver.

· Thorsten: It would be helpful to separate sender side and receiver parts in the figure. That a device includes both is a special case. Should we base the architecture on one-to-one case? Should we not describe it more generally, separating sender side and receiver side?

· Stanley: Could be either only sender, only receiver, or both.

· Nik: Support separating sender and receiver to explicitly describe also the cases where only sender and receiver are in the device.

· Thorsten: Suggest avoiding “Terminal” in architecture. Where is the end point and where is the server described?

· Kyunghun: In 5.2 in MTSI there is a single terminal described.

· Thorsten: There are more proposal for architecture. Let’s go through all the proposals and decide when we’ve seen them.

· Conclusion: Noted. Updated and split into two Tdoc: #29 for the improved use case description, #30 for the device architecture (not provided, withdrawn).

#12 “Proposal for a reference architecture for FLUS”

Thorsten presented. Thorsten stressed that he is open on naming, but is focusing on the presence of functions and the function split.

Discussion:

· Charles: For the case of IMS, would the user authentication etc be using a user interface? Would it not be using SDP or the like?

· Thorsten: There could be different realizations and SDP for authorization is not preferred. In my preferred one there could be some REST interaction. For the general architecture we should not see a difference between IMS and non-IMS. Charles: Maybe some wording is too specific. Thorsten. OK, but which information elements that are exchanged must be specified, but how they are encoded need not be specified now.

· Nik: Is the ingest server as media sink always present in the media path?

· Thorsten: No. There could also be the point-to-point case where the media sink is in the receiving terminal. Believe the bare minimum is that we must specify the media sink, but forwarding or transcoding.

· Nik: For the case when the media sink is in the receiving terminal, would you then still call it “ingest server”. Thorsten: Yes.

· Charles: The term “Media Producer” hints it is a professional, what about the casual user? The mixture of roles and functions start to get a bit confusing.

· Thorsten: A casual user can also take the Media Producer role. We need to think about the YouTube or Facebook case as Content Providers, in terms of ingest server functionality. 

· Stanley: What type of service discovery can you do when providing to YouTube or Facebook? Thorsten: Today, you must read instructions for upload on their web.

· Imed: Would prefer some discovery of the FLUS endpoint and its capability.

· Charles: Could operator also provide ingest server? Thorsten: Yes. We should allow for both cases; either the operator provide only the QoS to some external, 3rd party FLUS server, or it also provides the FLUS server.

· <Thorsten draws on whiteboard and there is discussion>. Conclusion in the room is that Case A (figures 1 and 2 in Qualcomm’s document) is described, but currently not considered further, and only Case B (figures 3 and 4 in Qualcomm’s document) should be in scope for FLUS.

· Nik: Need an update?

· Thorsten: An update for tomorrow, or only for the SA4#95 Belgrade meeting. We need a proposal on what information goes where, also including what should go into the TS, like what figures. I would be happy if we have a skeleton TS from this meeting that includes agreed text.

· Conclusion: Updated into Tdoc #31 (not provided, withdrawn). 

#17 “Security Architecture and Procedures for IMS-based FLUS”

Charles presented. Section 2 is not introducing anything new, just summarizing and referencing existing 3GPP specifications, for the reader’s understanding, since this existing information is spread across several 3GPP specifications.

Discussion:

· Imed: Does IMS use SRTP?

· Kyunghun: Not MTSI. There’s access security and IPSec, so SRTP is not needed.

· Thorsten: A UE includes an ISIM, but what about a client in the infrastructure; would that have to include an ISIM as well? In figure 3, the IMS media plane would extend to an operator-provided FLUS server above (to the right of) the Gi interface, but not require an External Bearer out on the Internet. How do we ensure that only authorized terminals are able to access the FLUS server?

· Imed: That has to be enabled separately, not for everyone.

· Bo: This is somewhat different from MTSI where every terminal has access to SIP signaling servers, but not everyone would have access to the FLUS server.

· Thorsten: I had imagined FLUS server as endpoint, not an Application Server. If so, we need to document that.

· Charles: This authorization to FLUS should be part of the user identity. 

· Imed: Try to treat this, architecture-wise, as the same thing as far as possible, independent if it is UE (FLUS endpoint) to server or UE to UE.

· Charles: To get it correct for the UE to UE, you would have to duplicate the picture and flip it horizontally.

· Imed: This is too detailed for now, even if it is correct. FLUS is Rel-15, would that not be 5G? Charles: Yes, but there is little detail yet.

· Nik: Charles, do you have enough information to know how to proceed?

· Charles: Maybe. But would like guidance from SA3.

· Bo: We would likely have to decide on high-level security aspects that are specific to knowledge about the intended FLUS service; where would existing confidentiality and authentication provided by operator not be enough. For example, if the operator should not be capable to look into the media streams.

· Imed: If the procedures are the same as in MTSI, we could just reference what exist. Only if we need something new, we would have to liaise with SA3.

· Nik: We could assume something now, work offline, and provide a CR if something has to be corrected.

· Kyunghun: If for example unsecured WiFi is used for FLUS, we may need to complement MTSI-type security.

· Charles: Work offline.

· Conclusion: Updated into Tdoc #32.

#21 “FLUS General Architecture”

Imed presented. Terminology used in this document was discussed offline and is flexible.

Discussion:

· Nik: In figure 2, should not SIP go to IMS core? Imed: Yes, should be fixed.

· Nik: You could have an MTSI client and add FLUS capability on top of that. Imed: Agree.

· Imed: The FLUS middleware in figure 3 would rather be a FLUS relay (as used in other document), but the terms should be re-thought.

· Thorsten: Think interface C in figure 1 should not be phase 1. What should be status of this document? Should we try to find good names for the boxes in figure 1?

· Nik: Postponed / parked until after drafting session.

· Conclusion: Merged into Tdoc #39 which is agreed without presentation

#22 “Proposed Reference Architecture of FLUS for P-document”

Kyunghun presented.

Discussion:

· Thorsten: “VR Stream” work item covers PSS and MBMS media renderers for immersive media, which could be seen as a conflict with being in FLUS scope.

· Bo: Think that “FLUS” should be taken out from “FLUS Renderer” in PSS and MBMS lines of figure 1.

· Kyunghun: Adding “FLUS” was asked by last FLUS telco. Please provide guidance what to put.

· Nik: Wonder how “FLUS” line is different from “MTSI” line; could not one of them be removed?

· Conclusion: Talk offline. Bo provide input to Kyunghun. Noted.

#29 “FLUS Use Cases”

Kyunghun presented. Updated to be a use case, as discussed.

Discussion:

· Thorsten: Using specifically MTSI to provide two-way real-time voice conversation is technical realization.

· Kyunghun: Take out “MTSI”.

· Conclusion: Updated into #38. Agreed without presentation.

#32 “Security Architecture and Procedures for IMS-based FLUS”

Charles presented.

Discussion:

· Stanley: Would it better with “MTSI/IMS..” in Figures 3&4?

· Nik: Can Pdoc editor do this? Thorsten: Yes.

· Conclusion: Agreed.

5.3
Framework (10  3m  9  16  19  20)

Jongmin Lee from SK Telecom, Republic of Korea, presented Tdoc #9 “Immersive media handling issues”. 

Technical Issue 1:

· Bo asked about uplink bandwidth limitation. Jongmin: compared to DL radio resource, UL is much lower; DL streaming can use HLS, SmoothStreaming, etc., but no such capability to do such rate adaptation for UL streaming; need to provide uplink bandwidth info

· Bo: confirm understanding that not only is variation of UL data rate is issue, also the bandwidth is insufficient 

· Stanley: ingest server to provide info to sender

· Jongmin: cannot measure available uplink bandwidth is the problem

· Nik: can consider relying on radio layer (e,g, MTSI using radio link bandwidth); or far end terminal can inform encoder of rate to use

· Nik: do you want the bw info to be sourced by eNB or from the network server

· Jongmin: both can be useful

· Nik: one soln is adaptation of uplink; the other is for info to be provided to encoder; is requirement to allow upstream rate adaptation?

· Jongmin: yes, objective is to enable adaptive streaming not only on DL, side, but also for UL side due to available UL bandwidth variation

· Jongmin: UL is usually p2p; DL is p2m

· Kyunghun: MCS is one means for handling different quality on radio, but that is sometimes not enough to keep a constant bitrate. What bitrate that can be achieved on uplink varies a lot.

· Thorsten: consider fixed QoS (rather than resource) allocation to guarantee GBR

· Jongmin: difficult to ensure GBR due to radio conditions

· Nik: back to meaning of 1st requirement: Can it be re-formulated such that the requirement is to enable uplink bitrate adaptation, e.g. provide available bitrate information? Jongmin: Yes.

Technical Issue 2:

· Reword to replace “large resource” by “high uplink bitrate”; also objective is to enable low-complexity or low-latency network stitching

· Jongmin: 6 cameras whose outputs need to be synchronized during transport

· Thorsten: in doing so, reduces stitching latency at server (and buffering needed)

· Stanley: clarify “lightly-encoded” media

· Jongmin: light compression at sender to reduce device processing

· Jongmin: if no encoding, data rate would be too high;

· Stanley: what is target bitrate achieved through  light compression?

· Jongmin: maybe 50 Mbps; but with high data rate supported, can compress some more

· Stanley: can you provide some numbers on low latency?

· Jongmin: as much as possible

· Thorsten: whenever you require ultra low latency, you sacrifice on quality or spectral efficiency

· Kyunghun: lots of different cameras

· Jongmin: hi-quality 360, 8K; need 6 cameras; stitching in camera makes device very complex

· 500 msec target for stitching function

· Thorsten: what about battery consumption for high data rate upstreaming

· Jongmin: certainly is desire to save battery

Technical Issue 3:

· Requirements for 1) seamless HO for UL media streaming; 2) Obtain UL bandwidth info of target cell

· Thorsten: does target cell have higher or lower bitrate than serving cell? David: both are possible

· Jongmin: SKT currently does live streaming using drones and helicopters

· Thorsten: we should avoid discussing RAN related issues/solutions

Technical Issue 4:

· (to accommodate multiple paths for UL streaming), require: 1) available UL bw of each carrier of each type of network; 2) aggregation of different ULs (5G, LTE, 3G, WiFi, etc.)

· Nik mentioned even for one media type, may sometimes need to carry the stream over multiple networks

· Korea: Multipath TCP (MP-TCP; IETF standard) can be used on downlink and is already commercialized - if turned on, could use LTE and WiFi simultaneously; issue of WiFi is limited coverage

· Expected UL bandwidth: each media source sending UHD @ 16 Mbps with H.264; with HEVC, can reduce to 8 Mbps; Not sure of QCI needed for UL

· RTT for LTE currently about 40 msec; for 5G have achieved as low as 2 msec (single source in cell)

· Latency requirements differ based on actual use cases

Reviewed updated requirements for certain use cases on-screen.

Conclusion: Update into Tdoc #27.

#16 “Proposal for FLUS Content Model”

Thomas Stockhammer presented (via phone). Correction: “Combination of spatial signals and format is generated at sink” should be ”...at source”.

Discussion:

· Thorsten: Regarding static and dynamic metadata; what does SDP today support and what would have to be added? Also, what is more media distribution related? For YouTube, they separate only by 2D or 360 video, but we see use cases with less than 360 but still not 2D. Thomas: That last is in “Coverage”. Thorsten: What about stereoscopic? What information would have to get into the FLUS session setup? Copyright and title exist in ISOBFF. It would be good to discuss how to get this into the specification.

· Kyunghun: This requires more discussion with others in SA4. My concern is more around the coordinate system; we probably have to decide on such. The OMAF one differs from the ones used in YouTube or Facebook. Not even for stereo, it is not completely described how this is handled.

· Thorsten: We may not have to specify everything in this group, we could delegate that to other experts.

· Kyunghun: The first priority should be the coordinate system and the second probably video codec usage.

· Thorsten: Agree that we need to be careful and avoid specifying everything ourselves.

· Stanley: We had some input yesterday; a minimum bitrate for each source. Thomas: That is not an issue for the source, maybe a content property like a minimum required bitrate. It could be some type of capability exchange. The transport characteristics of media is separate.

· Thorsten: Assume an uplink streaming with RTP but without RTP retransmission. Thomas: Disagree, in that case should specify QoS requirements. Thorsten: No, it’s how the media stream should reach the ingest server.

· Thomas: You are having un-encoded media in the current document, then you have an encoder applied to that.

· Thorsten: How useful is it to know that the camera can capture 120 fps, if the encoder only encoded 15 fps? It is one thing to describe the camera in terms of capabilities and another how the resulting video is encoded. It is not clear why certain information is in.

· Thomas: We need to understand the architectural model. A capability exchange including the metadata is needed.

· Thorsten: So far we described that we can have single stream video or multiple stream video for a single media source. It is also important to know if the ingest server supports AVC or HEVC video, and what kind of maximum resolutions that are supported. We did not discuss copyright and that type of metadata. Capability for media adaptation was also discussed. We need to sort out how use of such information maps to the currently discussed architecture.

· Thomas: Why are we talking about so much about encoding? This document is not covering that. We need to clearly separate the capturing devices and media sources. We cannot say that everything can go into a single stream. We cannot say that everything goes into the encoded format, into the encoded bitstream.

· Nik: Today’s session is ending. Document is parked and will be brought up again tomorrow.

· Thomas: We have only two meetings left, we need to agree.

· Stanley: We have some lightweight, low-complexity stitching, can you describe some metadata for this.

· <Parked until Thu Sep 7, 2pm Korean time>.

· <Session continues>.

· <Thorsten explains the PPT, Tdoc #39, created in the work session Thursday morning to Thomas>.

· Thomas: Is only F-C and F-U in scope? Thorsten: Yes, for now, but other interfaces may come in later.

· Thomas: There’s an idea of an “application”, where does that come in?

· Thorsten: Try to answer this online or park until SA4#95 in Belgrade?

· Nik: Don’t answer yet, unless that would prevent other discussion.

· Thomas: This looks as you could only use FLUS if you have a full media stack? Thorsten: It does.

· Imed: What do you think is missing?

· Thorsten: We had yesterday a discussion where only QoS is provided and everything else is left for 3rd party.

· Imed: The FLUS source is the application.

· Nik: Thomas’ use case is supported, if F-C is setting F-U to use RTMP, for example.

· Kyunghun: How to, in this structure and in point-to-point case, feedback information from the rendering to the capture, such as field-of-view?

· Thorsten: You could have the same functionality problem in a conferencing scenario.

· Nik: You could have an MTSI session for the FLUS media (F-U), but you also have the FLUS session (F-C) and don’t really see how these are related in all cases.

· Thorsten: For MTSI, much can be handled in MTSI, so F-C would be rather lightweight and only provide, e.g., Region-of-Interest signaling.

· Thomas: My main concern is that it looks like you cannot provide non-FLUS media.

· Nik: You can; we probably have to update the figure to reflect that better.

· Kyunghun: Still concerned that (field-of-view) feedback from renderer to capture is not possible.

· Nik: OK, we need to work on that.

· Thomas: Can you, as an outside application, specify a certain QoS? Have you specified a full stack including a full media specification, not an API that can reuse components? This is re-doing MTSI. You miss the decomposition part!

· <Nik & Thorsten explains how the media plane is not fully specified by FLUS, but can reuse e.g. YouTube or Facebook RTMP format>

· Thomas: This is so far very MTSI-centric.

· Thorsten: So far, yes. The general principles should anyway apply. We need to look more into the capability and discovery for SA4#95 in Belgrade.

· Thomas: If I open my app and say “give me a server”, I will be presented with what is available.

· Nik: That is alternative 1, but the number of alternatives can be huge. The number of sink alternatives can be reduced if the source is first providing what it wants to use.

· Thomas: Can there be multiple FLUS sources that is connecting to one FLUS sink?

· Thorsten: Yes, that was what we discussed previously today.

· Imed: The main difference is that there is only one FLUS session for all of those FLUS sources.

· Thorsten: Multiple captures can also be sent in a single FLUS session.

· Thomas: That is also in the content model. The multiple FLUS sources would correspond to a FLUS source bundle in the data model.

· Thorsten: This needs to get to the same stitcher function and there has to be time synchronization.

· Thomas: What about metadata?

· Thorsten: We talked about static metadata and dynamic metadata. The dynamic metadata can generally just change during the session, or it can be changed on a (video) frame-by-frame basis. What is it that we need to know and that has to be provided via metadata?

· <Thomas shares the document on-screen and presents>

· Thorsten: Why do we need to define a data model, compared to describing what information a source needs to provide to a sink?

· Thomas: We’re not even clear if there is a relation between FLUS sources. When you do capturing, they have to be synchronized. This has to be instantiated through the signaling. The spatial relation between cameras needs to be specified, for the capturing.

· Thorsten: This we need to do in the metadata exercise. You need to describe what is in a certain stream, like “two fisheye, left-to-right” is in the video.

· Thomas: There’s more; what is the GPS coordinate, what did it point to in the real world.

· Thorsten: Yes.

· Nik: I don’t think we disagree, except on naming. Some call it data model and some call it metadata. Do we agree to define an abstract source/content model?

· Thorsten: Don’t think we agree that we have to put this into an XML document.

· Thomas: Mapping to protocols comes into the next step. Data model is not implying an implementation.

· Kyunghun: Believe defining the coordinate system is the most important part.

· Nik: So defining the data model is acceptable?

· Thorsten: Yes.

· Thomas: Next step is to do the mapping to FLUS control and data plane architecture and define a new representation, if not yet existing.

· Nik: Seems OK to the meeting. 

· Thomas: Align with existing industry metadata to the extent possible. For video, use OMAF. For audio, use ADM.

· Kyunghun: Not ready to just take in all of that. There are other companies defining similar.

· Thorsten: If there is only one available, but unclear what “industry adopted” really means if there are multiple alternatives, or which alternative is more “industry adopted” than another.

· Nik: Should we try to use the standardized model to the extent possible, or is it more important to adapt to most-used (proprietary) industry practice?

· Kyunghun: Neither OMAF nor ADM are widely deployed today, so this may not be acceptable to all companies and we need to adapt to what exists.

· Nik: Would it be OK if we avoid mentioning OMAF and ADM for now?

· Thomas: Encourage people to look into OMAF and ADM, such that we don’t just define something of our own. Take this document as baseline for input.

· Thorsten: Propose to extend last sentence to include also what this meeting discussed. Thomas: OK.

· Nik: Is this agreeable? (No objections).

· Conclusion: Updated into Tdoc #35. Agreed without presentation.

#10 “Point-to-point MTSI FLUS aspects”

Presented by Mr. Bo Burman of Ericsson

Discussion:

· Thorsten: wonders if there are new aspects in this document relative to our offline drafting session discussion?

· Bo: not really

· Thorsten: how do we treat this material? Could we incorporated into Permanent Document. Overall question on what to do with the Perm doc?

· Kyunghun:on media latency, generally assumed FLUS has more relaxed latency than MTSI; but he has document proposing more stringent latency requirements - pertaining to remote control of devices; a wider range of delay than MTSI

· Charles: immersive audio should also be considered, and suggests use of ADM parameters mapped to SDP. Kyunghun agrees that audio should be part of immersive media. Also, thinks the Sending video based on receiver’s wanted viewport is likely highly desirable is probably not feasible in Phase 1 spec. Bo: concurs. Lastly, suggests alternative for enhancing QoS to application layer retransmission be AL-FEC. Bo: think that is also reasonable.

· Imed: on 2.2, seems static metadata more suitable for carriage in SDP; other parts like dynamic metadata may require new RTP payload format for dedicated channel; solution may involve use of multiple solutions. Would MTSI endpoints being server makes sense in terms of data channel to carry media data besides metadata - transparent channel besides RTCP to carry media and metadata. For MTSI case: two types of endpoints, should not change; however above auxiliary channel may apply for server as endpoint

· Nik: with server, it’s essentially simple FLUS, doesn’t seem transparent pipe may not be needed other than IMS pipe to server

· Imed: transparent channel in this case could carry metadata; thinks transparent channel may enhanced flexibility

· Thorsten: what exact metadata are you considering to be carried in such separate channel?

· Bo: thinks it’s about carrying dynamic metadata; static metadata could also be sent, but only once at start of session

· Imed: synchronize with FLUS media on RTP may be more difficult than carrying media and metadata on same channel

· Stanley: RTP timestamp to indicate that during capture

· Bo: for stitching, RTCP sync would work as well - tie RTP timestamp to common clock (SSRC and CSRC)

· Stanley: after stitching has occurred, what is timeframe of the stitched frame? If can provide choices, should that be defined in our spec

· Kyunghun: RoI signaling in MTSI is only for 2D images, using a coordinate system that is not sufficient for immersive media.

· Conclusion: Noted. Information from clause 2, including received comments, was agreed to be included into the Pdoc.

#19 “Additions to Clause 9 – Generic Procedures for Uplink Service Discovery and Session Setup”

Imed presented. This basically describes our understanding of F-C procedures. Will be re-submitted for SA4#95 in Belgrade.

Discussion:

· Thorsten: Is there anything you want to highlight specifically?

· Imed: Not necessarily. Is there any missing procedure?

· Thorsten: Session adaptation/modification.

· Imed: That would be handled by F-U (this is F-C).

· Thorsten: On protocol selection (a bit detailed): You are referring to F-U instantiation; you could also imagine that you even before F-C choose to ask for MTSI-capable F-C. Any opinion?

· Imed: You might do FLUS capability exchange with multiple servers, later choosing one.

· Thorsten: Your infrastructure can, for example, do FLUS with MTSI and RTMP, but what FLUS capabilities those protocols provide might differ.

· Imed: Yes, there’s a challenge in expressing that.

· Charles: If there is point-to-point, what is the service discovery; is there any?

· Imed: In case of MTSI you probably don’t need that.

· Thorsten: Are we assuming that device can do auto-configuration? I have the device needs some configuration that decides if it should connect to the operator FLUS server, or some remote one. Not sure if this bootstrap should be hardcoded or somehow configured in the device.

· Stanley: Discover what is available from the local operator.

· Thorsten: A FLUS Media Source can have several cameras as input that are stitched together to a single immersive stream, or the same camera devices can be independent FLUS Media Sources that produce separate FLUS streams being stitched together before distribution.

#20 “FLUS Data Plane”

Imed presented.

Discussion:

· Charles: For security, would the same aspects as discussed yesterday apply, like SRTP?

· Imed: Same considerations need not apply for MTSI and non-MTSI. Focus on non-MTSI here.

· Thorsten: For the FLUS source, is there any QoS reporting?

· Imed: FLUS source would need the reporting (from the sink) to do adaptation etc.

· Thorsten: We need to review the parameters; what would a FLUS source do with packet loss information? Apply more retransmission? Why is not FLUS sink making that quality information available more generally?

· Imed: Source could need it for adaptation.

· Thorsten: The quality information can also be provided as quality reporting statistics. Not only the (average) loss rate, but also the goodput (residual loss rate, resulting/perceived quality) would be interesting.

· Stanley: Retransmission might not be charged for.

· Imed: Not certain that the operator can distinguish what is retransmission.

· Thorsten: We should layer this, such that some of it is transport-only, other is media level like synchronization. Imed: Yes, quality of the stitching maybe, but that is more on application layer.

· Kyunghun: Would this be like QoE?

· Imed: Perhaps, but could also be more transport layer. Similar to sender report / receiver report.

· Stanley: QoE could be e.g. number of blackouts and such.

· Thorsten: QoE to me is clearly on the media. This is more transport characteristics. Imed: Yes, current proposal is more on transport. Thorsten: The FLUS sink could maybe just be keeping statistics.

· Nik: Assume proposal is not for TR, but for Pdoc? Imed: Yes.

· Thorsten: With the agreements from this meeting, it should be possible to make some of the things more clear.

· Imed: Agree, will provide an update.

· Conclusion: Agree on the contents, but this text will be updated with the improved understanding from this meeting before being included into the Pdoc.

#27 “Immersive media handling issues”

(The second version sent to 3GPP reflector by MTSI chair on Sep 7 is with change marks included).

Discussion:

· Conclusion: Agreed.

5.4
QoS Requirements
Notes  

5.5
Permanent Document (4  11  8)
#4 “Proposed Text for Introduction and Scope of FLUS”

Stanley presented. 

Discussion:

· Thorsten: In the introduction, it says that QoS is fixed; does that mean that MTSI hardcoded, mandated?

· Kyunghun: Certain QoS is almost always used.

· Bo: Not really true; today different operators use different QCI for MTSI video, for example.

· Thorsten: When Introduction say “terminal”, do we only talk about the client that contains the FLUS media source?

· Kyunghun: We have either point-to-point or to infrastructure. In MTSI, terminal is always the UE, but not here.

· Charles: Is FLUS a framework or a service?

· Stanley: It is an enabler.

· Charles: We might need to be more specific than “framework” when we make a technical specification.

· Thorsten: Let’s do different Scope and Introduction for the Pdoc and for the TS. Pdoc can be much more loose.

· Kyunghun: We don’t have much time. Why produce different texts?

· Thorsten: Why mix usage of “terminal” and “UE”? Propose to use only one of the terms.

· Kyunghun: What about using “terminal” throughout?

· Thorsten: Think “UE” is used in more recent specifications, and “terminal” typically in older ones, so prefer “UE”. Think both “client”, “terminal”, and “ingest server” are undefined in the introduction. In the rest of the specification “FLUS source” and “FLUS sink” will be used and their relation to the other terms is undefined.

· Kyunghun: Let’s not waste more time. This might be used for the TS.

· Charles: We have MBMS clients, PSS clients, and those are services, here we use FLUS client. Why not make this a “service” as well?

· Bo: In MTSI case, “service” means something specific to stage 1 (SA1) and impacts SIP routing to certain terminals. This is briefly mentioned in Tdoc #10.

· Stanley edits text on-screen.

· Conclusion: Updated into Tdoc #34.

#11 “Device performance configuration”

-- presented by Mr. Bo Burman of Ericsson

Discussion:

· Thorsten: spec to define interface to allow configuration by user

· Kyunghun: thinks the proposal is important and reasonable

· Nik: where to incorporate this document?

· Bo: somehow/somewhere in the Permanent Doc?

· Thorsten: suggest to include in use case section

· Conclusion: Doc is agreed, and Editor to include in Permanent Document

#8 “Proposed Coordinate System for FLUS Terminal”

Kyunghun presented. Proposed coordinate system is aligned with OMAF, but differs slightly from YouTube / Facebook.

Discussion:

· Simon: Not clear what is the problem. Is it a mismatch between sender and receiver?

· Kyunghun: Since coordinate system definitions differ between existing cameras and systems, we need to decide on one here in FLUS.

· Conclusion: Noted.

#34 “Proposed Text for Introduction and Scope of FLUS”

Stanley presented. 

Discussion:

· Conclusion: Agreed.

5.6
Technical Specification (18m)
Tdoc 18 was withdrawn.
6
Review of the future work plan

We will be meeting at SA4#95 in Belgrade.
7
Any Other Business

None. 

8
Close of the meeting

The MTSI chairman closed the meeting at 17:19 on the 7th September, 2017.
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