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1 Introduction
During SA4#94 the New Work Item “3GPP Virtual Reality Profiles for Streaming Media (VRStream)” in S4-170751 was agreed and afterwards approved in by SA plenary #77 in SP-170612.

The objective of this work item is to define the relevant media and protocol enablers for the set of VR Streaming use cases related to UE consumption of managed and third party VR content as documented in TR26.918. Specifically, the following topics are addressed:
1. Define the necessary presentation and media profile(s) to address the objectives of the use cases on VR Streaming in TR 26.918, clauses 5.3 and 5.4, taking into account the recommended assumptions and conclusions in TR 26.918.

2. Define the enablers for PSS-based download and streaming of a 3GPP VR Presentation
3. Define the enablers for MBMS streaming and MBMS-based download delivery of a 3GPP VR Presentation
4. Provide suitable optional extensions (such as metadata) to support an improved VR experience,
5. Document content generation and content consumption guidelines, taking into account a reference client architecture that provides: (a) the signalling and processing steps for download delivery, (b) PSS delivery, (c) interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers).
There is a preference for solutions that enable harmonization with broader industry consensus, such as MPEG or VR-IF.
This document primarily addresses a starting point for inclusion in TS26.118.
2 Definitions and Reference Systems
2.1
Basics on 3 Degrees of Freedom

Virtual reality is a rendered version of a delivered visual and audio scene. The rendering is designed to mimic the visual and audio sensory stimuli of the real world as naturally as possible to an observer or user as they move within the limits defined by the application. Virtual reality usually, but not necessarily, requires a user to wear a head mounted display (HMD), to completely replace the user's field of view with a simulated visual component, and to wear headphones, to provide the user with the accompanying audio as shown in Figure XXX. 
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Figure XXX: Reference System
Some form of head and motion tracking of the user in VR is usually also necessary to allow the simulated visual and audio components to be updated in order to ensure that, from the user's perspective, items and sound sources remain consistent with the user's movements. Additional means to interact with the virtual reality simulation may be provided but are not strictly necessary.
VR users are expected to be able to look around from a single observation point in 3D space defined by either a producer (in the case of movie/entertainment content) the position of a capturing device(s) (in the case of live content). 

This ability to look around and listen from a center point in 3D space is defined as 3 degrees of freedom (3DOF).

· Tilting side to side on the X-axis referred to as Rolling
· Tilting forward and backward on the Y-axis, referred to as Pitching
· Turning left and right on the Z-axis, referred to as Yawing 
It is worth noting that this center point is not necessarily static - it may be moving. Users or producers may also select from a few different observational points but each observation point in 3D space only permits the user 3 degrees of freedom. For a full 3DoF VR experience, such video content may be combined with simultaneously captured audio, binaurally rendered with an appropriate Binaural Room Impulse Response (BRIR). The third relevant aspect is the interactivity: Only if the content is presented to the user in its field of view in such a way that the movements are instantaneously reflected in the rendering (typically within less than 20ms), then the user will perceive a full immersive experiences. 

The initial focus is on the definition of the signals. Signals defined in this specifications are represented in a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications and 3D audio. The viewing and listing perspective is from the origin sensing/looking/hearing outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) as depicted in Figure YYY.
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Figure YYY: Spherical surface coordinates ϕ, θ with yaw, pitch, and roll of the region of a sphere covered by the cropped output picture relative to the equator and 0 meridian
Depending on the applications or implementations, not all angles may be necessary or available in the signal. The 360 video and the 3D audio may have a restricted coverage as shown in Figure YYY.
Finally worth to mention, that for video, such a center point may exist for each eye, referred to as stereo signal. And obviously, the video consists of three color components, typically expressed by the luminance (Y) and two chrominance components (U and V).

2.2 Video Signal Representation

Commonly used video encoders can not directly encode spherical videos, but only 2D videos. Therefore, the spherical video needs to be mapped to a 2D signal as illustrated in Figure YYY. The most commonly used mapping from spherical to 2D is the equirectangular mapping. The mapping is bijective, i.e. it may be expressed in both directions.
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Figure ZZZ Spherical to 2D mappings
Following the definitions in clause 2.1, the mapping of the color samples of 2D texture images onto a spherical coordinate space in angular coordinates (ϕ, θ) for use in omnidirectional video applications for which the viewing perspective is from the origin looking outward toward the inside of the sphere. The spherical coordinates are defined so that ϕ is the azimuth (longitude, increasing eastward) and θ is the elevation (latitude, increasing northward) following clause 2.1.
Rotation angles yaw (α), pitch (β), and roll (γ) are also used in the specification of these semantics as defined in clause 2.1.
Assume a single luminance image with the following parameters:
· The full reference 360 image has spatial resolution FullWidthPixel times FullHeightPixel with picture aspect ratio 2:1

· The signal may have a restricted coverage expressed in the Coverage Parameter, if present, in the spherical domain expressed as follows:

· AzimuthMin specifies the minimum azimuth value of the coverage sphere region in the range of −360 to 360 degrees.
· AzimuthMax specifies the maximum azimuth value of the coverage sphere region in the range of −360 to 360 degrees. This value is greater than AzimuthMin.
· ElevationMin specifies the minimum elevation value of the coverage sphere region in the range of −90 to 90 degrees.
· ElevationMax specifies the maximum elevation value of the coverage sphere region, in in the range of −90 to 90 degrees.

· The signal may have prerotation expressed in the Rotation parameter, if present, in the spherical domain expressed as follows

· RotationYaw specifies the value of the yaw rotation angle in the range of −180  to 180 degrees. When not present, the value is inferred to be equal to 0.
· RotationPitch specifies the value of the pitch rotation angle in the range of −90  to 90 degrees. When not present, the value is inferred to be equal to 0.
· RotationRoll specifies the value of the roll rotation angle in the range of −180  to 180 degrees. When not present, the value is inferred to be equal to 0.
· If not the full signal is provided but a cropped version of it, then this is expressed by the Cropping Parameter with the four following values

· Top: the number of pixel cropped by on the top compared to the full pixel height.
· Right: the number of pixel cropped by on the right compared to the full pixel height.
· Bottom: the number of pixel cropped by on the bottom compared to the full pixel height.
· Left: the number of pixel cropped by on the left compared to the full pixel height.
· The provided image sequence therefore has a luma component with 

· Width being FullWidthPixel - (Cropping.Left + Cropping.Right)
· Height being FullWidthPixel - (Cropping.Top + Cropping.Bottom)

Note that the Cropping parameter should be chosen such that all pixels that are in coverage are included in the image.
The local projected sphere coordinates ((, () for the sample location for the centre point of a sample location (i, j)  is derived as follows:

( = ( AzimuthMin + ( 0.5 − i ÷ FullWidthPixel ) * ( AzimuthMax − AzimuthMin ) )
( = ( ElevationMin + ( 0.5 − j ÷ FullHeightPixel ) * ( ElevationMax − ElevationMin ) ) 
If the Rotation parameter is not present, then the global projected sphere coordinates ((′, (′) for the sample location for the centre point of a sample location (i, j)  are identical to the local sphere   coordinates ((, ().

If the Rotation parameter is present with parameters RotationYaw (α), RotationPitch (β), RotationRoll (γ) - all in units of degrees - then the global projected sphere coordinates ((′, (′) for the sample location for the centre point of a sample location (i, j)  are derived based on its the local sphere  coordinates ((, () as follows
x1 = Cos( ( ) * Cos( ( )

y1 = Sin( ( ) * Cos( ( )

z1 = Sin( ( )

x2 = Cos( β ) * Cos ( γ ) * x1 − Cos( β ) * Sin( γ ) * y1 + Sin( β ) * z1

y2 = ( Cos( α ) * Sin( γ ) + Sin( α ) * Sin( β ) * Cos( γ ) ) * x1 +


( Cos( α ) * Cos( γ ) − Sin( α ) * Sin( β ) * Sin( γ ) ) * y1 −


Sin( α ) * Cos( β ) * z1





z2 = ( Sin( α ) * Sin( γ ) − Cos( α ) * Sin( β ) * Cos( γ ) ) * x1 +


( Sin( α ) * Cos( γ ) + Cos( α ) * Sin( β ) * Sin( γ ) ) * y1 +


Cos( α ) * Cos( β ) * z1

(′ = Atan2( y2, x2 ) * 180 ÷ π

(′ = Asin( z2 ) * 180 ÷ π

2.3 Audio Signal Representation

tbd
3 End-to-end Architecture
Editor’s note: This needs some update
This specification deals with the preprocessing, encoding, distribution, storage and decoding and rendering of the 360 video signals and 3D audio signals as defined in clause 2.

Figure X considers a functional architecture for such scenarios. VR Content is captured by a VR Content provider and split in audio Ba and video in Bv on the interfaces. Both media come with metadata and are synchronized in time and space. The content is uploaded to a VR Service Provider Portal which stores the original footage. Then the content is prepared for distribution by pre-processing, encoding and file format/DASH encapsulation. Interface Da and Dv provide formats that enable encoding by existing media encoders. After media encoding, the content is made available to file format encapsulation engine as elementary streams E and the file format may generate a complete file for delivery or segmented content in individual tracks for DASH delivery over interface F. Metadata may be added. Content may be made available in different viewpoints, so the same content may be encoded in multiple versions. Content may also be encrypted.

At the receiving end, there is an expectation for the availability of a VR application that communicates with the different functional blocks in the receiver's VR service platform, namely, the delivery client, the file format decapsulation, the media decoding, the rendering environment and the viewport sensors. The reverse operations are performed. The communication is expected to be dynamic, especially taking into account the dynamics of sensor metadata in the different stages of the receiver. The delivery client communicates with the file format engine, and different media receivers decode the information and provide also information to the rendering.
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Figure 5: End-to-end Architecture for VR Services

Note that certain functionality (such as audio decoding and audio rendering) depicted in the VR Service Platform box above may in certain circumstances take place within the VR Application box, depending on the VR Service Provider’s needs and platform capabilities. However, there are benefits in enabling VR Applications to use a native VR Service platform for decoding and rendering to minimize latency, thermal impact, processing power and power consumption. 
4 Client Architecture

<needs updates>
Figure 14 shows the basic receiver for one media component. In case of DASH streaming, it is considered that the DASH client is part of the application and a conforming OMAF media stream is handed to the file format parser, potentially as a result from an adaptive streaming process and from a concatenation of DASH Segments/Subsegments or CMAF Fragments.

The OMAF conforming media stream is processed by the file format parser. Rendering metadata that is present in the media stream as defined for this profile is extracted and forwarded to the texture to sphere mapping. The function generates the described 3D/spherical signal. The sensor viewpoint information is then used to generate the actually rendered view. OMAF primarily describes the metadata to translate from the decoder output texture information to a 3D/spherical video. 

The elementary media stream is decoded by the media decoder. The elementary stream contains the equivalent rendering metadata and may be used instead of the file format metadata as the information is available on both layers. 
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Figure 14: Logical Receiver Model
5 Scope of Specification

Define:

· Schemes

· Elementary stream

· File format

· DASH Streaming
6 A first scheme

Take erpv from OMAF
7 A first media profile

Take viewport independent from OMAF

Review VR-IF guidelines
8 Proposal

It is proposed to use the text in this document as a baseline for the next revision of TS26.118
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