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4.3.4.2
Survey of existing spatial audio formats

ETSI TS 103 190

The Digital Audio Compression system defined in ETSI TS 103 190 also known as AC-4 [22], is a next generation audio codec which enables the delivery of experiences such as personalized, immersive, and adaptive audio for a wide range of use cases including broadcast, OTT and Virtual Reality. AC-4 Natively enables complete movement along 6 degrees of freedom for the viewer in the virtual space, including translational movement., It also allows for high spatial resolution due to objects being rendered in a scene according to their positions, rather than in a mix. It has flexibility, extensibility and precision which can be used to efficiently carry an enhanced VR experience.

AC-4 allows the flexible use of objects, channels and scene-based audio and allows the decoder to optimize the audio reproduction for each different playback environment (e.g. tablet, mobile, headphone, speakers) . It is designed to support the deployment of Dolby Atmos and other immersive and personalized sound experiences in next -generation entertainment such as VR and helps to maintain artistic intent and creative integrity from content creation to consumption, through the use of advanced coding and metadata.

Immersive audio delivered via AC-4 allows for high spatial resolution and full 3D audio rendering to reproduce realistic and natural auditory cues to the listener. It also enables advanced headphone playback or reproduction techniques commonly referred to as Binaural reproduction, that can achieve a natural or pleasing experience for a headphone listener. AC-4 enables content creators to create object-based sound in a three-dimensional space and encodes these in a way that can be delivered, decoded and rendered either binaurally or over speakers with precision and state of the art efficiency. Immersive program metadata utilized for object-based audio rendering enables building an immersive audio scene for VR that allows for translation and rotation using six degree of freedom.
6.2.4
Audio quality evaluation of object-based formats

Introduction 
Immersive audio experiences (3D audio) are an important element of next-generation audio entertainment systems. This section presents AC-4 enabling the delivery of object-based immersive audio content at low bit rates. This is achieved by conveying a multi-channel downmix of the immersive content using perceptual audio coding algorithms together with parametric side information that enables the reconstruction of the audio objects from the downmix in the decoder. 
An advanced joint object coding tool (A-JOC) is part of the AC-4 system standardized by ETSI TS 103 190-2 [22]. Joint object coding is also used in a backwards compatible extension of the Dolby Digital Plus system. Listening test results illustrate the performance of joint object coding in these two applications.
The object-based representation of immersive audio content (3D audio) is a powerful approach that combines intuitive content creation with optimal reproduction over a large range of playback configurations using suitable rendering systems [17]. Object-based audio is, for example, a key element of the Dolby Atmos [18, 19] ecosystem for creation of immersive cinematic and sports audio content and its playback to audiences in theatre and living room. An object comprises both the audio waveform itself as well as dynamic object metadata, conveying e.g. its spatial position.
Delivering immersive content in this format enables optimal reproduction over playback systems ranging from rendering object-based immersive content for optimal binaural playback over headphones, to large immersive loudspeaker configurations for home theater systems, for example a 7.1.4 configuration with a 7.1 setup in the horizontal plane and 4 ceiling speakers, to legacy configurations like 5.1 and 2-channel stereo. The decoded object signals together with the associated object metadata extracted from the bitstream are used by a renderer to generate a presentation suitable for the playback configuration available at the decoder side. It should be noted that decoding and rendering can happen in two different devices.
Figure 1 A-JOC decoding and rendering stages
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Test setup

To assess the performance of joint audio object coding in both the DD+ JOC system and the more recent and more advanced AC-4 A-JOC system, listening tests were performed. Figure 2 shows the results of a MUSHRA [20] listening tests conduceted with 9 expert listeners for a set of 13 critical test items of object-based immersive content described in Table 1. 
The content was encoded with the DD+ JOC system at a total bitrate of 384 kb/s, and with the AC-4 A-JOC system at three different total bitrates, namely 192 kb/s, 256 kb/s, and 384 kb/s. The reconstructed objects at the output of the JOC decoder were rendered for playback on an immersive 7.1.4 loudspeaker configuration described in ITU-R BS.2051 [21] as Sound System G, except that the left and right “screen” channels were omitted. The open and hidden references as well as the 3.5 kHz and 7.0 kHz lowpass anchors were rendered directly from the original object-based immersive content.
This 7.1.4 immersive speaker-based rendering system is suitable for evaluation as it avoids the challenges with subjective or objective assessment of HRTF rendering, as it splits up the very large and currently still unresolved field of ongoing and future research into smaller challenges, enabling the assessment of the parts which seem most relevant to 3GPP - the transport coding efficiency of an object based coding scheme.
The average bit rate of the side information conveying JOC parameters and object metadata for the 13 items in the MUSHRA listening test is given for each of the four systems in this test in Table 2. The rigthmost column of Figure 2 shows the average score over all items for the 9 expert listeners after postscreening. It can be seen that AC-4 A-JOC at 384 kb/s achieves excellent quality on the MUSHRA scale. Also when studying the per-item results, the quality of this system is always in the excellent range even for the most critical items. For AC-4 A-JOC at 256 kb/s and 192 kb/s, the average quality is on the border between excellent and good, and in the upper half of the goodrange of the MUSHRA scale, respectively. The quality achieved by the DD+ JOC system at 384 kb/s is typically in between the quality of the AC-4 A-JOC system at 192 kb/s and 256 kb/s, which is explained by the fact that the AC-4 A-JOC system uses more advanced technologies and has less compatibility constraints than the earlier DD+ JOC system [23].
Table 1 Description of the 13 critical test items in the MUSHRA listening test.
	Item
	Description

	1
	Live concert with harmonica and applauding audience.

	2
	Bass-heavy electronic music with suppressed male voice narration.

	3
	Ambient music and sound of ocean waves rolling over.

	4
	Fixed and panned clock chimes, mechanical sounds, gears, and bells with strong transients.

	5
	Panned creature dialog with strong cave reverberation. Subtle running water sounds.

	6
	Bird in flight with jungle ambience.

	7
	Forest ambience with numerous wind sound effects.

	8
	Heavy rainfall with subtle thunderclap.

	9
	Electronic music with panned percussive elements, cheering crowd, and applause ambience.

	10
	Strong thunderclap and beginning rainfall.

	11
	Music with panned percussive elements and strong bass.

	12
	Rainfall with thunder rumble, wind noise, and music.

	13
	Electronic music with panned percussive elements and vocals.


Table 2 Average bit rate of side information conveying JOC parameters and object metadata for the 13 items for each of the four systems in the MUSHRA listening test.
	System @ total bit rate
	Sideinfo bit rate

	DD+ JOC @ 384 kb/s avg.
	69 kb/s

	AC-4 A-JOC @ 192 kb/s avg.
	32 kb/s

	AC-4 A-JOC @ 256 kb/s avg.
	41 kb/s

	AC-4 A-JOC @ 384 kb/s avg.
	83 kb/s


Figure 2: Joint Object Coding (9 subjects, 95% CI, t−dist)
[image: image2.png]MUSHRA score

®HREF 7.14

=100
3 9o} FA-JOC @ 384
& 80
o
g7 4A-JOC @ 256
60
. AA-JOC @ 192
F 50
_40p ¥JOC @ 384
8 30
o

20 {4LP 7.0 kHz
&0

BLP 35KHz

s, e, 0, 0,

/?‘e,b//e,,}/fe s, Y, fis,, s, s, fis, 1 i
2 707777 73" 75%nq

17 7 &y S &y Sy S S




Conclusions

The joint object coding paradigm as defined for AC-4 enables the delivery of object-based immersive audio content at low bit rates. Listening test results show that this paradigm is capable of delivering excellent quality when operated at bitrates of 256 kb/s and above. Since the underlying parameterization and in particular the bitstream format used in the AC-4 A-JOC system are very flexible, efficient encoding of object-based immersive audio content is also possible at bit rates below and above the range of operation points assessed in the listening test reported here.
9.2.3
Candidate Solutions

9.2.3.1
Summary

MPEG initiated work for media and presentation profiles called OMAF (Omnidirectional MediA Format) [35]. 
A candidate solution for the use case, addressing the recommended objective above is the “OMAF Baseline Viewport-Independent Presentation Profile”. This profile includes two media profiles:

· OMAF 3D Audio Baseline Media Profile
· Viewport-Independent baseline media profile
Spatial alignment and temporal synchronization is provided by the integration into the ISO BMFF file format and/or a DASH Media Presentation.

To address extended use cases, also the “HEVC viewport dependent baseline media profile” may be considered.

In the following, a summary of each of those media profiles referenced above is provided. For details, please refer to the expected LS from MPEG.
If 3GPP considers the use of OMAF Presentation Profiles based on other codecs, media profiles for these codecs must be defined either in 3GPP or other organizations.
9.2.3.5
OMAF ETSI TS 103 190 Audio Profile
This profile has to be defined after the MPEG OMAF standardization process has been finalized.
Channel-based audio, Object-based audio and Scene-based audio, as well as combinations of those are supported by the technology defined in ETSI TS 103 190-2 [22]. The audio coding technology fulfils requirements to support 3D audio.
Note:
 AC-4 audio is designed for unidirectional media delivery and has not been evaluated in any other context, and is thus expected to be unsuitable for conversational applications.
The technology is already standardized for coding of immersive audio for broadcast use cases.

The AC-4 Audio decoder has a constant latency, and can enable frame alignment with video.

AC-4 can provide rendering capability if integrated rendering is a mandatory component for the proposed candidate technologies. As rendering is often seen as a technological space that should be open for innovation, AC-4 is flexible enough to interface with other rendering solutions.
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