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1. Introduction

MPEG initiated work on media and presentation profiles for omnidirectional media formats. The output document from the Hobart meeting is w16826:
	w16826
	Profiles under Considerations for ISO/IEC 23090-2 Omnidirectional Media Format


Currently there are two media profiles for video under consideration for inclusion in OMAF DIS:

· Viewport-independent baseline media profile

· HEVC viewport-dependent baseline media profile

During the last OMAF Ad-hoc meeting in Berlin, some additions to viewport-dependent baseline media profile enabling the usage of tile streaming were proposed. In addition, test vectors conforming to the viewport-dependent baseline media profile were introduced for OMAF [1].
In the following, a description of the viewport-dependent baseline media profile with tile streaming and justifications for the usage of tiles are provided. For more details regarding file format, rendering and description of test vectors, please refer to [1]. 
2. OMAF viewport-dependent baseline media profile using tile streaming
2.1. Motivation for tile streaming

Current version of OMAF only supports video up to a conformance point of HEVC Main 10 profile, Main tier, Level 5.1, which corresponds to a video resolution of 4K at 60 fps. For the Equirectangular Projection (ERP) at such a resolution, a viewport covering 90°x90° on client side would have a resolution of roughly 1Kx1K per eye. Such a resolution is not enough to provide a sufficiently good quality of experience for 360° video, even when consumed using currently available Head Mounted Displays (HMDs), e.g. based on the Samsung Galaxy S8 that provides roughly 1.5Kx1.5K per eye/viewport. 
By means of tile streaming, it is feasible to offer the 360° video divided into tiles and at different resolutions. By combining tiles at different resolutions, a bitstream conforming to HEVC Main 10 profile, Main tier, Level 5.1 can be delivered to the end device with the viewport at a resolution beyond 1Kx1K in a viewport-dependent fashion. For a description of the tiled stream approach, please refer to Section 4.2.5.6.4 of TR 26.918.
The alternative approach to achieve viewport dependency, i.e. offering multiple rendered streams covering the 360° video using a projection with a preferred direction (e.g. truncated square pyramid or the like, see Section 4.2.5.6.3 in TR), suffers from a number of drawbacks:

1. Preparation of viewport-dependent streams, i.e. server-side viewport-dependent rendering, is computationally more complex than tiling and scaling of the original video. This can be especially burdensome in live streaming scenarios.

2. Full resolution encodings of each possible viewport (e.g. multiple dozens of 4K resolution for HEVC Level 5.1 devices) are required on server side. This can also be burdensome in live streaming scenarios. In addition, more storage space is required on server/CDN side.

3. Local playback requires downloading of all encoded viewport-dependent streams (e.g. multiple dozens of 4K resolution for HEVC Level 5.1 devices) to the HMD (e.g. mobile device) before playout.

4. Varying the high-quality/resolution area according to Field of View (FoV) of different HMDs or further parameters requires separate rendering and encoding of streams.
It is worth noting that substantial coding efficiency gains were reported for tiled streaming over regular ERP. In [3] gains up to 30% BD-Rate were reported when using tiling with ERP compared to non-tiled ERP. It is important to mention that ERP is used for illustration only but any other projection could obviously be used, e.g. CubeMap Projection (CMP).
2.2. Tiling in ISOBMFF:

Figure 1 illustrates a simple 1-dim tiling configuration for 360° video in ERP, where each tile covers a 60°x180° subsection of the entire projected picture.
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Figure 1: Exemplary 1-dim tiling of 360° video in ERP.
Assuming that the full resolution video is accompanied by a 1:2 downsampled half resolution version with aligned tiling, Figure 2 demonstrates a mixed-resolution ERP encapsulation in ISOBMFF using subpicture tracks (carrying individual Motion Constraint Tile Sets (MCTS) with sample entry ‘hvc1’, i.e. tiles that do not reference data from other tiles at any picture).
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ISOBMFF-Part 15 allows two options for aggregating the NAL units in order to achieve the configuration shown in Figure 2: implicit reconstruction and explicit reconstruction [2]. In a fixed configuration as in Figure 2, both of the options could be used. However, in the desired design there is not a single fixed configuration of tile arrangement as illustrated in the following figure. Figure 3 shows a 360° video using CMP divided into 2x2 tiles (MCTS) per cube face, which accounts to 24 tiles in total. The 360° video is offered in two resolutions with a ratio of 1:2. 
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As illustrated in Figure 4, two users with different viewports can request those tile sets in different configurations, for instance as follows:

 SHAPE  \* MERGEFORMAT 


It is obvious that tiles which are on unequal tile positions within the tile grid on server side are on the same positions on client side after delivery. In such a flexible solution where the full resolution and half resolution tiles are placed in different tile positions depending on the selected viewport, it is not possible to have a single slice header for each of the tiles that points to the correct position in the composed bitstream for each of the viewports. Also, correct VPS, SPS and PPS need to be provided. In such a scenario, the explicit reconstruction as specified in ISOBMFF‑Part 15 allows to obtain a conforming HEVC bitstream using extractors.
In the example shown in Figure 2, the extractors allow gathering the actual video data from 6 tracks. Figure 5 shows how extractors are built for a sample. As can be seen in the Figure 5 there are N Extractors (here N=6). The first NALU in the aggregated stream is not modified; therefore the first extractor only contains a sample constructor referencing the whole NALU with the preceding length field in the referenced track. The rest of extractors contain an inline constructor responsible for prepending an appropriate length field and slice header (for the aggregated stream) and a sample constructor that fetches the slice payload from the referenced data.

After a single HEVC conforming bitstream is reconstructed, it is decoded and fed to a rendering interface that undoes the packing result or directly renders using the packed video frame as texture. This is achieved by parsing the region-wise packing box (‘rwpk’) box in the sample entry at the file level that describes the regions and their positions within the decoded output frame.
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A further important point is to enable content protection and encryption for tile based streaming approach. As described before, the extractor tracks may exchange parameter sets and the slice headers of the original NAL units. Therefore, encryption may only be applied to the slice payloads, i.e. that actual coded video data, thereby leaving slice headers unencrypted. This is specified as Subsample encryption in Section 9.5 of ISO/IEC 23001-7 [4]. Common Encryption defines Subsample encryption for NAL Structured Video that only encrypts video data, and leaves other NAL unit types, all NAL unit size and type headers, as well as video slice headers unencrypted, and thereby accessible for the above ISOBMFF procedure. This subsample encryption scheme, referred to as ‘cbcs’, treats each subsample as a separate chain of cipher blocks. 
Recently, a growing number of DRM ecosystem adopted ‘cbcs’ which is currently supported by, for instance:

· DRM systems such as Google Widevine, Adobe Primetime, Apple FairPlay. 
· 360° video relevant mobile devices based on Android N and iOS. 

2.3. Exemplary implementation
The following figure illustrates the interfaces of an exemplary implementation at client side using the described viewport-dependent approach.
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Figure 6: Overview of client implementation interfaces.
The implementation provides an interface to the orientation of the HMD viewport, a VR App interface taking care of selecting which tiles to download at full and half resolution and passing it to the DASH client to perform the tile segment requests. Tile selection is performed based on the HMD orientation and information in the MPD such as projection/orientation information. 
In this example, the client continuously downloads 8 full resolution tiles and 16 half resolution tiles that are aggregated into a single bitstream. The player then plays the extractor track of the desired viewport while the corresponding HEVC-compliant bitstream is reconstructed by the ISOBMFF Parser and fed to the decoder. Finally, the rendering interface undoes the packing result or directly renders using the packed video frame as texture. This is achieved by parsing the region-wise packing box (‘rwpk’) box in the sample entry at the file level that describes the regions and their positions within the decoded output frame.
2.4. Fulfillment of Recommended Objectives in Clause 9.2.2 of TR 26.918
Table 1 provides the fulfilment matrix for the viewport-dependent baseline media profile (with tile streaming) considering the recommended requirements documented in Section 9.2.2 of TR 26.918 to address the use cases in the Clauses 5.2, 5.3, 5.4, 5.5, 5.7 (grouped as “UE consumption of managed and third-party VR content”).
Table 1 Requirements and Fulfilment Matrix (FF = y/es, n/o, p/artial, n/a not applicable)

	Number
	Requirement
	FF
	Comment

	General

	1
	The solution is expected to provide for interoperable exchange of VR360 content.
	y
	The profile is fully based on OMAF, ISO BMFF and DASH.

	2
	The solution is expected to avoid multiple tools for the same functionality to reduce implementation burden and improve interoperability.
	y
	The profile is the first proposed viewport dependent profile based on tiles.

	3
	The solution is expected to enable good quality and performance.
	y
	This profile allows for a higher viewport resolution than the independent profile.

	4
	The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.
	y
	The interoperability is provided by defining the media profile. This can be tested by checking the test vectors. 

	5
	The solution is expected to enable full interoperability between services/content and UEs/clients.
	y
	See clause 4 above.

	5.1
	The solution is expected to contain a very low number of fully specified interoperability points that include what is traditionally known as Profile and Level information.
	y
	

	5.2
	Interoperability points addressing a Media Profile file format constraints, elementary stream constraints and rendering information.
	y
	

	5.3
	Interoperability points is expected to address a Presentation Profile for a full VR experience including different media, enabling their temporal synchronization and spatial alignment
	p
	This solution describes a media profile which can be part of a presentation profile.

	5.4
	The solution is expected to define at least one media profile for audio.
	n/a
	

	5.5
	The solution is expected to define at least one media profile for video.
	y
	

	5.6
	The solution is expected to define at least one presentation profile that includes one audio and one video media profile.
	n/a
	

	6
	The solution is recommended to take into account the capabilities of high quality devices such as HMDs that are on the market today or that are on the market by the time the specification is published.
	y
	Required decoding capabilities are HEVC Level 5.1 and the profile targets enabling higher resolutions available in the market and even higher ones that might come soon.

	7

	The solution is expected to support the representation, storage, delivery and rendering of:
	
	The solution supports Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF.

	7.1
	Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF
	y
	This profile supports representation, storage, delivery and rendering of omnidirectional video depending on the viewport.

	7.2
	3D audio
	n/a
	

	8
	The solution is expected to work with existing 3GPP PSS and MBMS storage and delivery formats
	y
	Extensions to the file format boxes defined in OMAF, extractors and DASH descriptors defined in OMAF are necessary.

	9
	The solution is expected to support temporal synchronization and spatial alignment between different media types, in particular between audio and video.
	p
	Addressed by the usage of OMAF. 

	10
	The solution is expected to enable applications to use hardware-supported or pre-installed independently manufactured decoders and renderers through defined conformance points.
	y
	HEVC level 5.1 is broadly supported on the existing HMDs.

	11
	The solution is expected to support viewport-dependent processing (this may include delivery, decoding and rendering).
	y
	

	12
	The solution is expected to support at least one Presentation Profile that requires support for neither viewport-dependent delivery nor viewport-dependent decoding.
	n/a
	This solution describes only the media profile.

	Delivery
	
	
	

	13
	The Specification is expected to support the following methods of distribution:
	
	

	13.1
	Download and Progressive Download as defined in PSS based on HTTP and the 3GP/ISO BMFF file format.
	p
	One single ISOBMFF file containing all tracks can be created and (progressively) downloaded.

	13.2
	Download Delivery as defined in MBMS using the 3GP/ISO BMFF file format.
	p
	See clause 13.1

	13.3
	DASH-based streaming as defined in PSS.
	y
	Viewport signaling using preselections (as defined in DASH Amd 4) and OMAF descriptors necessary.

	13.4
	MBMS-over-DASH based distribution.
	y
	Viewport signaling using preselections (as defined in DASH Amd 4) and OMAF descriptors necessary.

	Visual
	
	
	

	14
	The solution is expected to enable content exchange with high visual perceptual quality.
	y
	Potentially higher visual perceptual quality than can be achieved with the viewport-independent profile.

	15
	The solution is expected to support distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps.
	y
	The solution supports distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps. 

	16
	The solution may support distribution of full panorama resolutions beyond 4K (e.g. 8K, 12K), to decoders capable of decoding only up to 4K@60fps, if sufficient interoperability can be achieved.
	y
	

	17
	The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
	y
	

	18
	The solution is expected to support encoding of equirectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner. 
	y
	

	Audio
	
	
	

	19
	…
	n/a
	

	Security
	
	
	

	20
	The solution is expected to not preclude:
	
	This profile does not preclude any of those. 

In addition, CENC also defines ‘cbcs’ scheme, where each subsample is treated as a separate chain of cipher blocks [4].



	20.1
	decoding and rendering to support secure media pipelines
	y
	

	20.2
	Efficient distribution for multiple DRM systems (e.g. using common encryption)
	y
	


3. Summary: 
Considering the limitations of multi-stream approaches (see Section 2.1), we believe that the HEVC viewport-dependent baseline media profile is the best available viewport-dependent solution to fulfill the recommended objectives above. 
HEVC viewport-dependent baseline media profile also potentially provides better visual quality than viewport-independent baseline media profile by supporting the full panorama resolutions beyond 4K.
Extensions to 3GPP file format (based on OMAF) and definition of a presentation profile are necessary to enable the usage of HEVC viewport-dependent baseline media profile.
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Figure 2: Illustration of how mixed resolution ERP can be encapsulated using MCTS
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Figure 3. Two resolution CMP using a tiling of 2x2 MCTS per cube face.
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Figure 4. Mixed resolutions CMP for different viewport VP1 and VP2.
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Figure 5: Sample of the extractor track (full sphere)
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