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Introduction
In the context of the 3GPP feasibility study on FS_VR, subjective tests have been conducted so as to assess the impact of spatial resolution and compression on the perceived video quality.
This contribution describes the test conditions and methodologies used for running these tests.

An accompanying contribution provides the results and draw first conclusions based on them.
It is proposed to discuss and potentially agree to document these tests conditions into the technical report.

Test description
Main objectives

In the context of many standardisation activities focusing on the short-term developments of 360-degrees video experience (3 degrees of freedom, aka 3DoF), the need has been raised to identify the impacts of video parameters on the perceived quality of experience as well as the associated bitrate needs. 

Amongst such video parameters, the spatial resolution is identified as the most impacting one. Any change of resolution is likely to alter the rendering quality due to the lenses-based rendering system which basic principles are well defined in the 3GPP Technical report on Virtual Reality (TR 26.918, Clause 4.1).


First objective: Starting from the 8K (8192x4096) resolution of an equirectangular projected (ERP) video, assess the perceived video quality when decreasing the spatial resolution in a HMD environment.
Once the video representation format is defined (resolution, frame rate…), the video compression is considered as the next challenging step for which the selected bitrate influences directly the quality of experience. The selection of the video format is dependent from two factors: Device decoding capabilities and test sequences availability in the chosen format.


Second objective: Starting from a 4K (4096x2048), 30 fps, ERP video, assess the perceived video quality when compressing the sequences with a state of the art video codec in a HMD environment.

Test setup

1.1. Test material

1.1.1. Head-Mounted Display (HMD)

A tethered HMD is used so as to be able to easily develop the software for playing and rating the test sequences. A tethered VR system connected to a PC has also the advantage to enable the playback of uncompressed sequences. The HMD in use has the following characteristics as described in Table 1:

Table 1: HMD features for video subjective tests

	Display
	OLED

	Resolution
	2160 x 1200

	Refresh Rate
	90Hz

	Field of view
	110 degrees

	Sensors
	Accelerometer, gyroscope, magnetometer, Constellation tracking camera.


The system is used to render ERP (Equi-Rectangular Projection) contents in YUV/4:2:0/8bit up to 8kp30. The video sequences are rendered at the native system frame rate of 90Hz.

1.1.2. Software

The main challenge of conducting subjective tests with an HMD is to provide easy controls to the viewer for the playback and rating of the sequences and their respective versions. Two interfaces are defined accordingly:

· A graphic interface is developed for the selection of each sequences and the access to the rating, such as illustrated in Figure 1
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Figure 1 : graphic interface for sequence selection and rating
· A PC mouse is used as a controller because it is a simple (and well known) device to use that doesn’t require the viewer to look at it. The mouse is configured, as illustrated in Figure 2, as follow: 

· Mouse wheel for navigation

· Mouse left simple click for selection/validation
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Figure 2 : graphic interface for sequence selection and rating

1.1.3. Software implementation on content rendering

For 8K sub-resolutions, on the player side, the viewport projection being rectilinear, the viewport 3D coordinates are mapped on the sphere. These coordinates are then mapped to the ERP projection. Finally, the pixel values are interpolated using a Lanczos3 resizing filter.

On the frame rate aspects, the 30fps sequences are up-converted to the HMD native rendering frame rate 90ps by frame repetition.

1.1.4. Content preparation

1.1.4.1. For resolution test

Each test sequence is available in full equirectangular projection (ERP) representation, in 8K (8192x4096) resolution at 30 frames per second.

The following resolutions (all in 2:1 aspect ratio) are generated using a Lanczos3 resizing filter:

· 6K: 6144 x 3072

· 4K: 4096 x 2048

· 3K: 3077 x 1536

· 2K: 2048 x 1024

· 1K: 1024 x 512

1.1.4.2. For compression test

Each test sequence is available in full ERP representation, in 4K (4096x2048) resolution at 30 frames per second. Sequences originally available were downsized using a Lanczos3 filter.

NOTE:
The 30fps frame rate is chosen based on the availability of test contents, due to the lack of relevant 60fps sequences that can be used for the purpose of the present test (reproducibility requirement).

The HEVC video codec is selected as the state-of-the-art compression solution. The HM reference encoder in version 16.15 is configured with the following parameters for the generation of the Bitstreams:

· Profile: Main

· Bit depth: 8bit

· RAP period: 1s (32 images at 30fps)

The detailed configuration parameters are described in Annex B. 
1.1.5. Test Sequences

1.1.5.1. For resolution test

The first test contains 5 sequences presented below Figure 3:
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	ChairLiftRide (Courtesy of GoPro)
	Gaslamp (Courtesy of InterDigital)
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	Harbor (Courtesy of InterDigital)
	KiteFlite (Courtesy of InterDigital)
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	Trolley (Courtesy of InterDigital)
	


Figure 3: Source sequences for the resolution test

1.1.5.2. For Compression test

The second test also contains 5 sequences presented below in figure 4:
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	Abyss (courtesy of GoPro)
	Harbour (Courtesy of InterDigital)
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	KiteFlite (Courtesy of InterDigital)
	Skateboard (Courtesy of GoPro)
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	Trolley (Courtesy of InterDigital)
	


Figure 4: Source sequences for the compression test

1.2. Test methodology and organisation

1.2.1. Test methodology

1.2.1.1. Introduction

Without any existing standardized approach for subjective quality assessment in immersive environments, the decision is taken to start from the SAMVIQ (Subjective Assessment Methodology for Video Quality). 
1.2.1.2. SAMVIQ based approach

In the SAMVIQ methodology (Recommendation ITU-R BT.1788), each viewer has access to all sequences and the explicit reference (if it exists) at any time and in any order the viewer wants. The viewer can watch each sequence as many times as he/she wants. This methodology improves the discrimination between the different cases that have to be scored. The scoring is done using a continuous quality scale graded from 0 to 100 and annotated with 5 quality labels: Excellent, Good, Fair, Poor and Bad (Figure5). The requirements for the completion of a test for a given sequence are: A sequence cannot be rated

1.2.1.3. Specific adaptations

In order to limit the differences of viewing conditions over the participants, it is decided to put some additional constraints on the viewing conditions:

· Some sequences are rotated so as to ensure that the viewer has a critical part of the 360-degrees scene to assess. Many 360-degrees sequences have a limited area of interest (in terms of objects movements and texture). The scene rotation then ensure that this specific part is displayed into the default viewport.

· For the same reason, only 3/4th of the 360-degrees is rendered. The remaining 1/4th centered on the back of the viewer is replaced by a black area.

· In this context, each viewer is seated on a fixed chair so as to be presented the same default viewport while seated in front of the table. The viewing environment is illustrated in Figure 6.

1.2.2. Test organization

1.2.2.1. Introduction

The test is split into 3 steps:

· First, each viewer passes a visual acuity test checking their vision (used as a rejection criteria when 10/10 vision at least on one eye is not achieved)

· Second, a training test is conducted with assistance on explaining how the system works

· Third, the main test is run by the viewer in full autonomy 

1.2.2.2. Visual acuity check

A general test on visual acuity is conducted as a first step. The long-distance vision is used as a rejection criteria because even if the actual distance from the screen to eyes is very close, the optical distance is infinite in the case of 2D videos. A similar vision-test machine as below in figure 5 is used:
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Figure 5: Visual acuity test machine

Based on this test all the candidates with less than 10/10 long distance visual acuity on any eye are excluded during the test results analysis. 

1.2.2.3. Training

A training session is used prior to the test with two objectives:

· Help the tester to adapt the HMD in a comfortable position using the straps and adjust the HMD for the best vision (inter-eye distance, vertical orientation),

· Take notice of the test instructions (that are documented in Annex A),

· Familiarize the tester with the mouse controls for content playback and rating.

The training session consists of one sequence presented in 3 versions, namely the reference and two versions of the same clip lettered A and B. The test sequence is of course not reused for any of the main tests.

1.2.2.4. Main session

During the main session, the tester is in full autonomy. The tester first selects one of the five sequences before putting on the HMD and run the playbacks/ratings for each version. When a sequence has all its versions rated, the test can be validated for the sequence. Then, the user needs to remove the HMD for selecting another sequence… and so on until the 5 sequences are all rated.
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Figure 6: testing environment 


APPENDIX A 
Test instructions

NOTE: These instructions were made available in both French and English (tests run in France).

Welcome to Orange Labs,

You are about to take part in an evaluation of the quality of video sequences (video only, no sound) in Virtual Reality environment. For each sequence, you have to assess the overall video quality for the entire duration. In addition, the visibility level of visual degradations can be used to assess the video quality.

Five various clips of about 10-15 seconds long have been selected. Each of them has been treated with different processes indicated by the letters A, B, C, …. The reference clip (“R” button) has not been processed.

You may view each sequence in any order and repeat it as many time as you want (at least one time entire duration) using the “Play” button. After the visualization of each sequence, you can report your opinion moving the slider on the quality scale (numbered from 0 to 100) according to quality labels “Bad”, “Poor”, “Fair”, “Good”, “Excellent”.

The scoring can be modified or refine at any time. You have to score the sequences of one clip before to assess the next clip pressing the “VALIDATE” button. 

At the end of the last sequence of the last clip, the “END” button becomes active. Press it to complete the test session.

In order for you to get used to the equipment (adjustment of the head-mounted-display, getting started with navigation and rating controls) you will be assisted during a preliminary training session.

Thank for your participation.

APPENDIX B 
Encoding configuration parameters

The section describes the HM configuration file used for the Bitstreams generation (here an example for QP=20).
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