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1. Introduction
In SA4#93, SA4 has initiated the FS_FEC_MCS study item about the applicability of FEC schemes to mission critical services. 
2. Reason for Change
This pCR introduced a new clause for the modelling of MBMS, to help evaluating the FEC schemes and algorithms, in particular for MCVideo.
3. Conclusions

<Conclusion part (optional)>
4. Proposal

It is proposed to agree the following changes to 3GPP TR 26.881 v0.0.1
* * * First Change * * * *
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X
MBMS Bearer Service Channel Modelling

X.1
Introduction

Performance evaluation of application layer FEC requires an appropriate modelling of MBMS radio bearers for mission critical services.
Such modelling has already been done in 3GPP TR 26.947 [y2], and was reused in 3GPP TR 26.989 [y3].
X.2
Modelling of E-UTRAN MBMS Bearer

This subclause partially reproduces the subclause 5.3 from [y2],
To obtain some representative numbers for the performance of an FEC code in an LTE MBMS environment, some simple models are necessary for AL-FEC evaluation. 

Figure 5 shows the mapping of RLC-SDUs to RLC-PDUs. RLC-SDUs in the context of MBMS are IP packets. The RLC header is 1 byte if the RLC SDU consists of 1 IP packet. The header is longer, if multiple IP packets are multiplexed in an RLC-SDU. A reasonable assumption is to use 3 byte header of the RLC-PDU assuming a 5 bit sequence number. The loss of one RLC-PDU results in the loss of all IP packets included in the RLC-PDU.

The MAC PDU consists of a number of MAC SDUs, where a MAC-SDUs is an RLC-PDU. The MAC multiplexer notifies the RLC layer of the available bits. The RLC layer would then create an RLC PDU that fits exactly into the available space in the MAC PDU. There is no need for fragmentation of MAC SDUs across subframes. Based on this, it can be assumed that the loss of one MAC-PDU results in the loss of one RLC-PDU.
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Figure X.2-1: Mapping of IP packets (RLC-SDUs) to RLC-PDUs (see TS 36.300, section 6.2.2) 
LTE MBMS defines modulations and coding schemes with a MAC-PDU size ranging from 680 bit to 18336 bit for a 5 MHz bandwidth. 

Each MAC-PDU is mapped to a subframe. At allocation level 1, LTE MBMS can use up to 6 out of the 10 subframes of a 10ms frame. Each subframe is 1ms. 

The interleaving for MBMS in LTE is the same as for regular unicast LTE delivery of 1 ms. 

In communication with RAN1 and RAN2, it was agreed to use a two-state Markov model for the simulation of LTE RLC-PDU losses as shown in Figure X.2-2:
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Figure X.2-2: Markov model for LTE RLC-PDU losses
The parametrization of the Markov model is as follows: 

· each state persists for 10ms, and 

· a state is good if it has:
· less than 10% packet loss probability for the 1% and 5% BLER simulations, 

· less than 40% packet loss probability for the 10% and 20% BLER simulations.

The parameters for Markov channel modelling are provided in Table X.2-1.

Table X.2-1: Markov channel parameters

	Parameter
	Meaning
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	transition probability from Good state to Bad state
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	transition probability from Bad state to Good state
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	BLER in Good state
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	BLER in Bad state
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	Average Length of Bad state segment
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	Average length of Good state segment


The time in a good state Tg or time in a bad state Tb may be computed by multiplying the average length of a good (bad) segment by the sampling period. The probability of the good state and probability of a bad state may be computed as q/(p+q) and p/(p+q), respectively.

Channel model with Markov model loss rate of 1%, 5%, 10% and 20% target BLER as introduced in TDoc R1-120831 [y1], Annex B, Table 1 section 3.2 with speed 3 kph. The table is duplicated below as Table X.2-2 with a resolution of an inconsistency in the average BLER.

Channel model with Markov model loss rate of 1%, 5%, 10% and 20% target BLER as introduced in TDoc R1-120831 [y1], Annex B, Table 2 section 3.2 with speed 120kph. The table is duplicated below as Table X.2-3.

Table X.2-2: Markov parameters for 3 km/h

	Table 1

3 km/h
	
	
	
	

	 
	BLER = 1%
	BLER = 5%
	BLER = 10%
	BLER = 20%

	 P
	0.58%
	1.80%
	2.79%
	4.61%

	Q
	36.13%
	24.01%
	20.90%
	16.80%

	Sg
	98.42%
	93.02%
	88.23%
	78.48%

	Sb
	1.58%
	6.98%
	11.77%
	21.52%

	Pg
	0.03%
	0.06%
	0.56%
	1.16%

	Pb
	59.47%
	70.54%
	82.30%
	89.20%

	BLER
	0.97%
	4.98%
	10.19%
	20.12%

	Tg (ms)
	1724 
	555 
	359 
	217 

	Tb (ms)
	28 
	42 
	48 
	60 


Table X.2-3: Markov parameters for 120 km/h

	Table 2

120 km/h
	
	
	
	

	 
	BLER = 1%
	BLER = 5%
	BLER = 10%
	BLER = 20%

	 P
	6.06%
	27.07%
	46.48%
	35.60%

	Q
	94.30%
	70.95%
	50.95%
	63.29%

	Sg
	93.97%
	72.39%
	52.29%
	64.00%

	Sb
	6.03%
	27.61%
	47.71%
	36.00%

	Pg
	0.00%
	0.00%
	0.00%
	9.72%

	Pb
	17.31%
	19.54%
	22.33%
	40.40%

	BLER
	1.05%
	5.40%
	10.66%
	20.77%

	Tg (ms)
	165 
	37 
	22 
	28 

	Tb (ms)
	11 
	14 
	20 
	16 


As stated by the RAN in [y1], the derived Markov models can be assumed MCS independent, i.e. the loss distribution models depend only on the average BLER and the speed.

As mentionned in X.3.1, mission critical services will use conservative (i.e. low MCS). Only one low value is selected corresponding to 1 bit/s/Hz, with MCS=9 resulting in RLC-PDU size of 501 bytes.
3GPP TR 26.947 [y2] modelized exactly one packet (RLC-SDU) per MAC-PDU. For MCVideo, on a 5Mhz band with a low MCS, the case where IP packets are transported over several RLC-PDU may happen, depending on the IP packet size. To bring diversity, additional cases are introduced where IP packets are transported over 2 MAC-PDUs.
With block codes, repair packets are produced once all the source packets of the current block are known. If source packets can be sent as soon as available, the transmission of repair packets necessarily happens afterwards. Several options exist then, depending on the target communication channel: 

· repair packets are sent immediately after the corresponding source packets, as fast as possible. Repair packets are sent at the beginning of the following block (Fig X.2-4). This approach requires to delay the transmission of source packets to guarantee CBR (constant bitrate). An advantage is that repair packets are available sooner at a receiver. This mode will be called "block - BEGINNING".

[image: image9]
Figure X.2-4: repair packets sent before the following source block ("block - BEGINNING")
· repair packet transmissions are evenly spread during the whole block that follows for CBR transmissions in the outgoing channel (Fig X.2-5). This natural approach does not impact source packet transmission and will be called "block - DURING".
· 
[image: image10]
Figure X.2-5: repair packets sent during the following source block ("block - DURING")
For a given code rate a given latency budget, these two options can provide different protection performance according the loss distribution: "block - BEGINNING" allows comparatively to set a bigger source block length, while "block - DURING", by spreading the repair packets could offer a better protection agains loss bursts. FEC block codes need to be evaluated with those 2 options.

This results in total in the followin different channel configurations as summarized in Table X.2-4.

Table X.2-4: Typical LTE MBMS bearer parameters for MCVideo
	Bearer bitrates
	398.4 kbit/s, 
	796,8 kbit/s,

	RLC-SDU size
	498, 996 bytes
	996 bytes

	RLC-PDU period
	1 RLC-PDU every 10ms
	2 RLC PDU every 10 ms

	MAC PDU loss pattern
	Markov
	Markov

	Speed
	3 and 120 km/h
	3 and 120 km/h

	MAC-PDU loss probability (NOTE)
	1%, 5%, 10% 
	1%, 5%, 10%

	Block transmission mode
	block – BEGINNING, block – DURING
	block – BEGINNING, block – DURING

	NOTE: Markov parameters for 20% BLER are too lossy to be recovered by a low latency FEC code.  E.g, on the error vector at 20% at 3km/h from [y2], can be found more than 800 bad state sequences longer than 12 frames on a 30 min period; with small source blocs (k~12), it induces more than 800 decoding failures and the impossibility to reach the target of 10-3 for the residual loss rate. Consequently, 20%BLER markov parameters are not considered.


* * * Next Change * * * *

<Proposed change in revision marks>
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