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Executive Summary

The EVS SWG (30 participants) met in 8 time slots (including joint sessions with SQ and one joint session with SQ/MTSI). All input documents were covered. The SWG meeting handled 52 documents (including agenda, input and output documents at this meeting) and the meeting summary is provided below:
· Maintenance: Rel-16 CRs to 26.445 and 26.449 in S4-190132 and S4-190133 on the default EVS SID update rate were agreed in principle with the change of ‘By default’ to ‘By default in the command line’ however, they were noted because a revision was foreseen to propagate changes from Rel-12 to Rel-16.
· Liaison: The LS from ITU-T SG12 Q.16/12 on update of STL (G.191) in S4-190041 was replied to in S4-190240.
· IVAS_Codec: The meeting produced three output P-docs on IVAS: the updated project overview (IVAS-1) in S4-190247, the updated project plan (IVAS-2) in S4-190246, the updated design constraints (IVAS-4) in S4-190248. Offline work will take place until the next meeting to progress the text on spatial audio format with metadata in IVAS-4. It was agreed to schedule a conference call to further progress IVAS-4: Feb. 19, 2-4pm CET, host, EVS SWG call (Tdoc submission deadline: 18 February 14:00 CET, host: Fraunhofer IIS). An Editor (Mr. Lasse Laaksonen, Nokia) was assigned for a new P-doc on usage scenarios (IVAS-9) in S4-190247; he was tasked to produce a first version of IVAS-9 including use cases in S4-190094 and S4-190123, and circulate it to interested people by email by the next meeting.

· Alt_FX_EVS: Ten Rel-16 CRs were agreed to different specifications to include a reference to TS 26.452. Rel-16 CR to 26.444 and 26.952 were agreed to provide (rep.) test sequences and characterization results for TS 26.452. One Rel-16 CR in S4-190098 was agreed to correct the source code of the alternative fixed-point implementation, and the corresponding source code may be found in S4-190148.
· EVS_FCNBE: The initial project plan in S4-190118 was agreed. The source code for the MLD tool and some further decoder results were provided. 

1 Opening of the session: January 29, 9:00 (local time)
The EVS SWG Chairman, Mr. Imre Varga (Qualcomm), opened the meeting.

Minutes were taken by the EVS SWG Secretary.
2 Registration of documents

The EVS SWG Chairman displayed the schedule for the meeting. He then displayed Revision1 of S4-190080 with Tdocs allocated to A.I. 7 for SA4#102. 
Mr. Stéphane Ragot (Orange) requested to add S4-190231 in A.I. 7.5. Mr. Stefan Bruhn (Dolby) commented that Tdoc S4-190138 on XR 5G is relevant for IVAS, related to IVAS; it was noted that this Tdoc was allocated to the Video SWG. Mr. Stefan Bruhn (Dolby) requested to add S4-190138 to A.I. 7.5. Mr. Stefan Doehla (Fraunhofer) commented that there are other contributions related to 5G XR use cases, and most of them have an audio component. He asked if this should be bundled in the 5G XR session of the Video SWG, otherwise this would not invest time wisely. Mr. Andre Schevciw (Qualcomm) commented that the EVS SWG delegates should attend the Video SWG session on 5G XR because meetings overlap The EVS SWG Chairman followed the request to add I S4-190138 to the agenda.

The agenda was later revised in S4-190249 (see Annex A)

3 CRs to Features in Release 15 and earlier 
Mr. Stéphane Ragot presented S4-190132 CR 26445-0041 Correction of EVS SID update (Rel-16), from Orange, Intel and S4-190133 CR 26449-0002 Correction of EVS SID update (Rel-16), from Orange, Intel
Comments / questions:
The EVS SWG Chairman suggested to park these documents and wait for the discussion related to S4-180134.
Mr. Stefan Doehla (Fraunhofer) commented that the command line parameter is only applicable to executables, and not to implementations inside UE. Mr. Stéphane Ragot (Orange) confirmed that the default DTX behavior is related to executables but this is what was used for official testing of EVS.
Later, the discussion resumed.

Mr. Stéphane Ragot (Orange) clarified that these CRs are decorrelated from others CRs to 26.114 and 26.132 in S4-190134 and S4-190135; he stated that the CRs in S4-190132 and S4-190133 are to clarify only the EVS codec executable operate. Mr. Markus Multrus (Fraunhofer) agreed with this view, and he stated that these CRs brings the specification in line with the software, he did not think it is related to other things. He wondered whether this CR should be only for Rel-16.

Mr. Imre Varga (Qualcomm) commented that there can be power saving thanks to adaptive SID.
Mr. Stéphane Ragot (Orange) stated that the CRs are agnostic to MTSI implementations and related to the software implementations of the codec with executables. Mr. Tomas Toftgard (Ericsson) agreed that it would be good to describe what is in the code, he stated that for the fixed rate, even on sets it to 3 frames this will be set to 8 frames, so this is something to be checked.

Mr. Stéphane Ragot (Orange) stated that the CRs could be propagated back to Rel-12. The SA4 Secretary stated that TEI for frozen releases will be presented in SA, and it is depreciated to use TEI in this case. Mr. Fabrice Plante (Intel) supported going back to Rel-12, because this is an explanation of what the code is doing when one puts dtx. Mr. Stéphane Ragot (Orange) clarified that in this case one would use EVS_codec if the CRs go back to Rel-12.
Mr. Tomas Toftgard (Ericsson) suggested correcting a typo in the first change.
Ms. Min Wang (Qualcomm) commented on S4-190133 and stated that there is no default setting for DTX in Rel-12. Mr. Stéphane Ragot (Orange) clarified that the default setting is there in the software with executables and EVS was only tested with the ‘-dtx’ option without any value for this parameter.
Ms. Min Wang (Qualcomm) stated that in Rel-12 there is no default, no specific DTX mode, and she emphasized that there has been EVS deployments in field for a couple of years, and it may be too much and too strong change for devices.

Mr. Fabrice Plante (Intel) stated that the CRs explain that the C code executable, which has not been changed, has a default CNG update set is 8 frames.

The EVS SWG Chairman noted that the CR uses the wording ‘by default’ without a reference to a command line parameter. Mr. Markus Multrus (Fraunhofer) stated that this is exactly what implementations in TS 26.442, 26.443, 26.452 are doing. Mr. Milan Jelinek (VoiceAge) suggested updating the text to ‘CNG update rate’. Mr. Stéphane Ragot (Orange) proposed to clarify the text as ‘By default in the command line…’.
Mr. Tomas Toftgard (Ericsson) noted that the purpose of the specification is codec description.

The SA4 Secretary Paolo asked if the CRs will be provided from Rel-12 to Rel-16 for CRs to 26.445 and 26.449 and if the CR to 26.132 would just stick to Rel-16.
Mr. Stéphane Ragot (Orange) stated that he will update the CRs in S4-190132 and S4-190133 to change of ‘By default’ to ‘By default in the command line’ and he would revised them to propagate changes from Rel-12 to Rel-16. He clarified that the CRs in S4-190134 and S4-190135 will stay in Rel-16 to avoid impacting any existing terminals or implementations.

Conclusion:

S4-190132 and S4-190133 were agreed in principle with the change of ‘By default’ to ‘By default in the command line’ however, these two Tdocs were noted because a revision was foreseen to propagate changes from Rel-12 to Rel-16.
4 Liaisons from other groups/meetings

The EVS SWG Chairman presented S4-190041 LS/r on amended update to fixed-point basic operators and a new alternative EVS codec implementation (reply to 3GPP-LS5), from ITU-T Study Group 12, Q16/12 

Comments / questions:

The EVS SWG Chairman commented that the next ITU-T meeting will be in May 2019, and he noted that SA4 has 2 action items. He stated that it would be sufficient if the reply is at SA4#103, but it could be sent at this meeting.
Mr. Tomas Toftgard (Ericsson) asked to clarify what was the communication in 2014; he stated that if it was about unsigned operators, this was already corrected.
Mr. Peter Isberg (Sony) stated that the communication in 2014 could be related to the taps of filters used in SA4, because 3GPP suggested new filters, and then there was change from SG16 to SG12 and those taps were not included. He recalled that this belongs to the history part, and filters developed for EVS are not in STL.
The EVS SWG Chairman was not sure that the unsigned operators are covered. Mr. Milan Jelinek (VoiceAge) commented that this was related to unsigned operators used in EVS.
The EVS SWG Chairman asked if there was any immediate consideration or volunteers for the second action item. Answer: None.
He concluded that there was no further answer during the meeting, this LS could be postponed to the next SA4 meeting. He suggested parking this LS.
Later, the discussion resumed. The draft reply in S4-190240 was presented (see below).

Conclusion:

S4-190041 was initially parked and then replied to (see reply in S4-190240).
Mr. Milan Jelinek presented a draft version of S4-190240 LS reply on amended update to fixed-point basic operators and a new alternative EVS codec implementation, from 3GPP TSG SA W4
Comments / questions:

Mr. Markus Multrus (Fraunhofer) stated that it is not practical with Mr. Raj Pawate as contact person as he is not attending SA4, and there might be a communication between him and ITU-T that is not shared with SA4.
Mr. Milan Jelinek (VoiceAge) stated that he could be the man in the middle or Mr. Markus Multrus (Fraunhofer) could be added.

The EVS SWG Chairman asked if one could add someone in addition to Mr. Raj Pawate and if Mr. Markus Multrus would like to be added. Mr. Markus Multrus (Fraunhofer) confirmed that he was interested. The EVS SWG Chairman asked who else wanted to be in the list of contact person. Answer: Nobody else.
Some minor text improvements on the update of performance characterization for TS 26.952 were proposed online.
The LS header (Release and WI code) was revised and it was suggested to have both FS_BASOP and Alt_FX_EVS in the list of WIs.

Conclusion:

S4-190240 was agreed. This Tdoc will go to 5.3.
5 IVAS_Codec (EVS Codec Extension for Immersive Voice and Audio Services)          
Mr. Tomas Toftgard presented S4-190055 IVAS audio formats and interfaces, from Ericsson LM
Comments / questions: 

Mr. Milan Jelinek (VoiceAge) noted that a cross is missing for binaural audio for pass-through mode in Table 1, while there is binaural audio in input and stereo in output. Mr. Tomas Toftgard (Ericsson) clarified that there is direct stereo playback but not binauralization in this case, therefore the cross is not indicated. Mr. Milan Jelinek (VoiceAge) understood that this is covered by the definition of encoder interface and rendering interface, together with the pass-through definition. Mr. Tomas Toftgard (Ericsson) clarified that one cannot specify one output format if there is a combination of different input formats.
Mr. Stefan Bruhn (Dolby) commented on Table 1, and he asked to clarify why there is no cross on binaural audio but there is a cross on stereo speakers. He stated that this is the case where one would indicate a pass-through mode.

Mr. Stéphane Ragot (Orange) referred to the input from Orange (S4-190136) where direct headphone presentation is proposed. Mr. Milan Jelinek (VoiceAge) stated that this is what is covered on left side of Table 1. Mr. Stéphane Ragot (Orange) stated that there is confusion in the table between the output format and the playback.
Mr. Stefan Bruhn (Dolby) commented that there could have stereo to be played back on a 5.1 system, and it’s a rendering question with upmix possibilities. Mr. Tomas Toftgard (Ericsson) stated that there were inputs arguing that it may not be necessary to have upmix. He stated that one could verify the quality on stereo and mono downmix and one would not need stereo upmix. Mr. Milan Jelinek (VoiceAge) also understood that rendering is mandated to lower the number of channels, he was not convinced that upmix should be in design constraints. He preferred to put in IVAS-4 what should be tested which was already a lot of features.

Mr. Stefan Bruhn (Dolby) commented on the concept of pass-through mode, he could see it in certain cases where it is motivated to indicate there is a binaural input, otherwise one would expect to render whatever comes from the encoder to the playback system. He noted that the proposal is that the decoder and the renderer should allow reproducing the input format, but I did not understand why emphasize this pass-through mode. He stated that for whatever the input one would get the best possible quality from a given renderer. Mr. Tomas Toftgard (Ericsson) clarified that the pass-through mode is useful when one wants to preserve the format or for testing because one can apply the same renderer for the input and output.
Mr. Stefan Bruhn (Dolby) stated that the group had discussions whether to use an internal or external renderer and there were many voices that there should be an internal renderer. He noted that the interface to the external renderer is not clear, and if there is an internal renderer one can only expect tests of signals at the renderer output.
Mr. Juan Torres (Dolby) stated that if the decoder output is stereo and the renderer output is 5.1 one could output L and R to the LR channels of 5.1. Mr. Tomas Toftgard (Ericsson) stated that this is not needed for testing of IVAS. The EVS SWG Chairman asked to clarify what is the purpose if this is for testing, and he stated that normally design constraints target a minimum set of features that are required (otherwise the candidate is out if it does not support them) and that specify what to test.
Mr. Stéphane Ragot (Orange) stated that Orange initially proposed pass-through modes for specific use cases and he noted that this was now proposed for testing purposes so as to perform testing of the coder independent of the renderer.
Mr. Stefan Bruhn (Dolby) commented on the audio input formats based on spatial metadata, he asked if one can assume that spatial metadata can be recovered at the decoder in pass-through mode. He did not see why the decoder would be forced to recover all metadata if there is a very low data rate at encoder.
Mr. Tomas Toftgard (Ericsson) clarified that not all metadata would be recovered, but the output would just have the same metadata format, and he recognized that one would lose something.
Mr. Milan Jelinek (VoiceAge) stated that Table 1 does not mean that there is lossless compression for metadata, he stated that there would be degradations and he believed that what was stated was that for some bit rates pass-through mode is not feasible. Mr. Stefan Bruhn (Dolby) asked how this would be tested, whether there would be objective tools like SNR or some distance measure for metadata. He stated that one would have to listen to audio over loudspeakers or headphones. He noted that the meaning of the pass-through mode is proposed to recover the same input. Mr. Lasse Laaksonen (Nokia) stated that this is exactly the comment from VoiceAge, and he understood that the pass-through mode for ambisonics, objects and spatial audio with metadata is defining part of the interface to an external renderer.  Mr. Stéphane Ragot (Orange) asked what would be the external renderer. Mr. Tomas Toftgard (Ericsson) stated that it could be an external renderer applied to all candidates.
Mr. Stefan Doehla (Fraunhofer) commented that this is about rendering or formats at the input and the output of the IVAS chain. Mr. Tomas Toftgard (Ericsson) stated that it is difficult to separate decoding and rendering. Mr. Stefan Doehla (Fraunhofer) commented that for a mono input and output one could do rendering but the output is mono.
Mr. Stefan Bruhn (Dolby) stated that the matrix in Table 1 is complicated, even though the complication is reduced because only the lower half matrix is defined. He commented that the main application is to listen on mobile phones and in a majority of cases one would listen to headphones. He did not see why create many intersections. He also highlighted that the proposal would not cover cases of arbitrary loudspeakers. Mr. Tomas Toftgard (Ericsson) noted that this would increase the number of configurations. Mr. Markus Multrus (Fraunhofer) stated that listening via headphones is not enough, he referred to the use case for ITT4T, where there is listening over a conference room, with maybe a soundbar or pre-installed 5.1 system.

Mr. Stefan Bruhn (Dolby) stated that, even if the input was initially 5.1, one could listen on a 7.1.4 configuration, and there has to be corresponding upmixes. He stated that one could avoid all different loudspeaker output configurations. Mr. Tomas Toftgard (Ericsson) stated that the reason not to include upper matrix in Table 1 is that upmixing may not be that critical compared to downmixing where active downmix is needed.

Mr. Milan Jelinek (VoiceAge) stated that the idea of providing the lower rendering in Table 1 came from Dolby, and looking at other contributions, the advantage of this table is that one can see what to produce at the output.
The SA4 Secretary noted that each candidate will have their own specifications and he asked if this matrix works. Mr. Tomas Toftgard (Ericsson) clarified that it would be good to have a common view on the interface.
Mr. Stéphane Ragot (Orange) asked to clarify the difference between ‘preferred’ or ‘requested’ output audio formats.  Mr. Tomas Toftgard (Ericsson) explained that at encoder one gives an indication for the encoding process about the capabilities of receivers. He noted that one may want stereo as preferred but bit rate may be too low so mono may be deliviered. In this case one would not deliver e.g. 5.1. Mr. Huan-Yu Su (Huawei) stated that there is a handshaking, one might indicate to transmit a format to the output.

Mr. Stefan Bruhn (Dolby) stated that it can be useful to signal to the encoder what kind of output is desired, and he supported this proposal. He added that, the encoder may have chosen something different than what the decoder can support, unless one signals input format. He asked how to signal this information inband to the decoder, and how the decoder would know that it is forbidden to choose 7.1 when only 5.1 is supported. He stated that if the encoder has no way to signal that the input format was 7.1 or 5.1, the decoder would not know what was the input format and it could tell the renderer to use 7.1 which the renderer may not be able to do. Mr. Tomas Toftgard (Ericsson) commented that, if one does not provide upmix, you would need an extra renderer. Mr. Stefan Bruhn (Dolby) stated that one would know when to switch between the internal or external renderer.

Mr. Milan Jelinek (VoiceAge) stated that one must signal the format. Mr. Stefan Bruhn (Dolby) commented that, if the codec has an internal representation independent of the input format, one would not have to signal the input format 5.1 or another format to the decoder, one would simply say render to for instance to 7.1. Mr. Milan Jelinek (VoiceAge) stated that one needs signaling at least for mono, stereo or binaural. Mr. Stefan Bruhn (Dolby) commented that this discussion goes back to basic types (mono, stereo, binaural and spatial). Mr. Markus Multrus (Fraunhofer) stated that each proponent can do it as it wants.
Conclusion:

S4-190055 was noted.
Mr. Imre Varga presented S4-190081 IVAS Permanent document IVAS-2: IVAS Project Plan, v.0.0.3, from IVAS Co-Rapporteur
Comments / questions: 

Mr. Tomas Toftgard (Ericsson) commented on testing methodologies, he asked if the related discussion is meant to be covered with performance requirements or related to test plan, he noted that the test plan discussion may start only after few meetings. He emphasized that the group needs to consider test methods as well.
Mr. Stefan Bruhn (Dolby) noted that the test plan would be started in Jan. 2020, he suggested moving up the discussions of the test plan.
The EVS SWG Chairman stated that the test plan could start in August 2019. He asked if he should modify the work plan accordingly.
The SA4 Secretary commented on the version number of the P-doc and noted that it should be 0.0.5. The EVS SWG Chairman made online revisions, to add Selection Test Plan (IVAS-8) to be added starting at August 2019 and to fix the version number.

Later, related to discussion of the IVAS-4 output document, a conference call was added: Feb. 19, 2-4pm CET, host, EVS SWG call (Tdoc submission deadline: 18 February 14:00 CET, host: Fraunhofer IIS).
Conclusion:

S4-190081 was revised to S4-1900246 (v0.0.5). 
S4-190246 IVAS Permanent document IVAS-2: IVAS Project Plan, v.0.0.5, from IVAS Co-Rapporteur was agreed without presentation. This Tdoc will go to A.I. 15.1.
Mr. Wang Bin presented S4-190085 IVAS Design Constraints (IVAS-4), from HuaWei Technologies Co., Ltd
Comments / questions: 

The EVS SWG Chairman asked if this was the draft updated version that was available from Busan meeting. Mr. Wang Bin (Huawei) clarified that this is a working draft, and he proposed to use this for further editing.
Mr. Stéphane Ragot (Orange) noted that this is not REV0 nor REV1 from SA4#102.
Mr. Huan-Yu Su (Huawei) suggested to start working on this version.
Mr. Tomas Toftgard (Ericsson) asked to clarify where the algorithmic delay proposal came from. Mr. Wang Bin (Huawei) clarified that he selected some inputs from Busan and those parts that are more likely to make agreement; he added that for delay he wanted to start with X as TBD.
The EVS SWG Chairman suggested taking this working draft as a basis, noting this is not agreed.
Conclusion:

S4-181301 was noted. 
Mr. Juan Torres presented S4-190094 IVAS Immersive Conferencing and Example Usage Scenarios, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG Chairman asked if the proposal is to include the Annex in IVAS-9.
Mr. Stefan Doehla (Fraunhofer) stated that the use case was described a while ago, and it is hard to digest, it contains a lot of things wrt to devices, setups and interconnection scenarios. He stated that it is more written as a potential architecture, and it is not a use case, it’s lots of technical details on implementation.
Mr. Juan Torres (Dolby) clarified that the contribution does not propose any solution and it describes how a conference might take place. He noted that It is not a usage scenario telling a story about Alice and Bob but this is not the only way to describe a usage scenario.
Mr. Tomas Toftgard (Ericsson) agreed with Fraunhofer that there are some details on some solutions, he stated that there can be a solution on complexity mixing that might affect bit rate, and it is not easy to consider one aspect. He preferred to talk about an experience, and to have a bit less details.

Mr. Takehiro Moriya (NTT) stated that this is a very important use case, one of the most important use cases for IVAS. He commented on legacy terminals shown in the figure, and stated that one needs to consider that these terminals should be taken care of, and there should be some more elaborated considerations for that. He also believed that this service needs to transmit over a highly prioritized network, a conversational network to keep quality, and the contribution has already shown possibly to have a new 5G network but one also may use a fixed-line network. He hoped that we could add some more elaborate discussions in future. Mr. Juan Torres (Dolby) welcomed some discussion of terminating fixed line, and he clarified that the use case was not exclusive to 5G and in the real world one needs to interact with different networks.
Mr. Stefan Bruhn (Dolby) stated that the group agreed on collecting example use cases, and these examples do not preclude other example implementations, and it does not mean others are excluded. He stated that it is fair to show how this would work.
The EVS SWG Chairman noted that there is a template in annex A, and this text is useful. He noted that there is an Editor for IVAS-9 (Mr. Lasse Laaksonen, Nokia) and he would propose a revision for the next meeting by reusing this text or not. He asked if the use case was proposed for inclusion as it is at this meeting. Mr. Juan Torres (Dolby) clarified that the proposal was to include the annex in the P-doc.

Mr. Stéphane Ragot (Orange) supported this use case, he suggested including server-based conferencing in the P-doc and working offline together with NTT to update the text. Mr. Stefan Doehla (Fraunhofer) stated that the care would be required because this usage scenario has 9 different devices included, there would be some more specific comments on the devices, he did think there was not enough time to address them and slice the proposal at this meeting.

The EVS SWG Chairman concluded that there would be offline editing towards an update on this use case to be included in the version of IVAS-9, and the IVAS-9 Editor (Mr. Lasse Laaksonen, Nokia) was tasked to produce a first version and circulate to interested people. The EVS SWG Chairman invited delegates interested in this offline work to raise hands.
Conclusion:

S4-190094 was noted. There will be offline editing towards an update on the use case in S4-190094 to be included in the version of IVAS-9, and the IVAS-9 Editor (Mr. Lasse Laaksonen, Nokia) was tasked to produce a first version of IVAS-9 including this use case and circulate it to interested people.
Mr. Juan Torres presented S4-190095 IVAS Playback Mode Support, from Dolby Laboratories Inc.
Comments / questions: 
The EVS SWG Chairman noted that there are brackets around input. Mr. Juan Torres (Dolby) clarified that the text was based took the latest IVAS-4.
The EVS SWG Chairman noted that there are input formats, output formats and the matrix discussed before. He stated that there is a big potential to align with S4-190055 to see what is the same or not.
Mr. Wang Bin (Huawei) suggested to make edits with a terminology aligned with ‘audio format’ instead of ‘playback mode’ and ‘audio format combination’. Mr. Juan Torres (Dolby) noted that the terms were not established yet in IVAS-4.
The EVS SWG Chairman stated that there are three things: input, output and combinations. Mr. Juan Torres (Dolby) clarified that ‘output’ is not used in the proposal, which refers to ‘playback mode’, to makes it clear that this is about formats at the very end.
Mr. Tomas Toftgard (Ericsson) recalled that Dolby commented on upmixing in S4-190055. Mr. Juan Torres (Dolby) clarified that upmixing is just not proposed in S4-190095.
Mr. Stefan Bruhn (Dolby) stated that there are some correlations, and the main point is, if there is some kind of multichannel configuration, to define a multichannel configuration without constraints, while it is constrained in S4-190055. He clarified that stereo is part of the multiloudspeaker configuration.
Mr. Huan-Yu Su (Huawei) stated that the proposal is a subset of the table from S4-190055. Mr. Stefan Bruhn (Dolby) stated that one cannot test every configuration of multi-channel loudspeaker. The EVS SWG Chairman asked if the proposal includes other configurations. Mr. Juan Torres (Dolby) clarified that the proposal is not exclusive. He added that if places are blank in the combination matrix, it gives the impression they are not required.
Mr. Milan Jelinek (VoiceAge) stated that there is a lot of overlap, and the matrix from Table 1 in S4-190055 can be transposed. He commented on multichannel playback modes in performance requirements, and he assumed that one needs to specify the configuration for listening, Mr. Juan Torres (Dolby) clarified that this is about layouts, and the proposal is a placeholder for adding more details.
Mr. Stefan Bruhn (Dolby) stated the one could agree on a certain loudspeaker configuration, e.g. 7.1.4 and we could playback whatever and this would shortcut other tests cases from S4-190055. Mr. Milan Jelinek (VoiceAge) stated that it would be possible, and this was about distributing details between design constraints and performance requirements, and both ways would be possible. He stated that if there are different input formats than the playback format, one would have again the issue of the reference. He gave the example of an 5.1.4 input that is put over 7.1, and he stated that one would have some considerations how to render the original. Mr. Stefan Bruhn (Dolby) commented that in that case one would also assume that the original is also rendered with 7.1. Mr. Markus Multrus (Fraunhofer) stated that codec A could use a renderer, and codec B may do something different from the reference. Mr. Juan Torres (Dolby) commented that there may be different codecs and different renderers.
Mr. Markus Multrus (Fraunhofer) stated that for the multichannel configuration, it would make life easy if the input format was the same as the output format; it would just be play out, it would be especially handy and easy for testing.
Mr. Stefan Bruhn (Dolby) stated that it would be handy for testing if one gets a highly potential loudspeaker configuration like 7.1.4. He added that the input is 5.1 and if one has a good renderer one could produce a good rendering, that this is what one would do in a system when the end user is having 7.1.4 and not 5.1.
Mr. Markus Multrus (Fraunhofer) stated that he wanted to do proper testing and probably use a test with a reference like P.800 DCR or MUSHRA.
Mr. Huan-Yu Su (Huawei) asked if one would test the renderer performance or IVAS performance. Mr. Stefan Bruhn (Dolby) stated that it is undefined if one would use the internal renderer, if testing is done up to the renderer output to get a reference. Mr. Stéphane Ragot (Orange) stated that it would be wrong to use design constraints as a test plan.
Mr. Huan-Yu Su (Huawei) stated that this would be relevant if the internal renderer was part of IVAS. Mr. Stéphane Ragot (Orange) clarified that the IVAS WID specified that IVAS will include an internal renderer and stated that tests will have to be later discussed and could include conditions with the internal renderer just like EVS was tested with its internal JBM. Mr. Milan Jelinek (VoiceAge) stated that for JBM one has the mono speech that is the ground truth to compare against; he stated that there are scenarios where one could have this ground truth.
Mr. Juan Torres (Dolby) stated that it is a challenge to decide how to test, and he stated that there is a proposal for performance requirements, but this is not saying how to go with testing. Mr. Huan-Yu Su (Huawei) stated that there will be performance requirements, otherwise one cannot test.
Mr. Tomas Toftgard (Ericsson) asked if the proposal was to have a single multichannel configuration for all performance requirements. Mr. Juan Torres (Dolby) clarified that there could be more than one configuration.
Mr. Wang Bin (Huawei) asked if there should be a new box for playback mode in IVAS-4. Mr. Stefan Bruhn (Dolby) suggested adding the proposal to the draft revision of IVAS-4 to be edited, like other contributions on the same topic.
Conclusion:

S4-190095 was noted.
Mr. Juan Torres presented S4-190096 IVAS Algorithmic Delay, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Markus Multrus (Fraunhofer) recalled discussions about algorithmic delay for EVS, and he stated that 32 ms was considered almost too much by some delegates. He stated that it would be a big change to go towards 50 ms which is a rather high value.
Mr. Stefan Bruhn (Dolby) commented that Fraunhofer came with a very high delay figure for EVS, and in EVS there was an agreement that the design constraint for EVS stereo should be 50 ms. He commented there were no other proposals so far, and this contribution provides some rationale for keeping 50 ms as a design constraint. He clarified that it is a starting point that was decided for EVS.
Mr. Lasse Laaksonen (Nokia) stated that IVAS is going to address very different use cases from what was considered for EVS stereo. He commented that a higher degree of interactivity might come into play, and it is too early to stick to high delay. He added that practical requirements for high interactivity might be lower delay or even there could be no additional delay to EVS.
The EVS SWG Chairman asked if the preferred maximum E2E delay of 150 ms is coming from 22.105. Mr. Stefan Bruhn (Dolby) confirmed that this was the case.

Mr. Huan-Yu Su (Huawei) commented on e2e delay in mobile to mobile applications, and he stated that IVAS calls out for extended representation of sound, which could be with Bluetooth enabled endpoints. He stated that this adds a considerable amount of latency, and that 150 ms will not happen, which will impact user experience. He stated that latency is something to be very careful.

Mr. Stéphane Ragot (Orange) stated that before discussing the delay requirement it would be important to clarify measurement points, and he asked to clarify if the proposal included rendering delay. Mr. Stefan Bruhn (Dolby) stated that rendering is something to look in more details, and binaural rendering would apply HRTFs which would have certain delay characteristics. He stated that it would be hard to capture this, and he stated that delay should have a definition excluding the renderer. Mr. Juan Torres (Dolby) added that rendering delay could be a separate requirement. 

Mr. Stéphane Ragot (Orange) stated that for e2e delay the combined codec+renderer delay important and having an overall delay requirement would leave it to proponent to find the proper balance. Mr. Milan Jelinek (VoiceAge) stated that if the internal rendering is considered and if there is the possibility of external rendering, both codec delay and algorithmic delay of renderer are important, and both numbers should be constrained.
The EVS SWG Chairman stated that the delay should be in range of 150ms, and someone could bring an analysis for 5G, to be realistic, to see what are the delay figures for components or which figure to set for algorithmic delay.
Mr. Stefan Bruhn (Dolby) commented on modes with EVS interoperability modes. He stated that one should show feasibility to have a delay of 32 ms. He invited more evidence of feasibility.

Mr. Tomas Toftgard (Ericsson) did not see the motivation for the figure of 50ms. He stated that one should try not to increase delay too much and he also pointed to performance requirements. Mr. Stéphane Ragot (Orange) recalled that for EVS the figure of 50 ms came from Nokia and Fraunhofer and this was also related to EVS stereo performance requirements, noting that stereo was seen as a nice-to-have feature that eventually was not supported.
Mr. Tomas Toftgard (Ericsson) stated that it is not easy to set the delay for the service. Mr. Juan Torres (Dolby) stated that one should not go and design the codec and then see what is the codec delay.

The EVS SWG Chairman stated that IVAS goals are different from EVS stereo, and there is a feature pack that constrains delay. He stated that one could add tbd for algorithmic delay and another box for the renderer delay or we write that renderer delay is separate.
Mr. Stefan Bruhn (Dolby) stated that it is necessary to separate renderer and codec delay, if there is the possibility to connect an external renderer which may have a further component or impact on delay. He assumed that an integrated renderer would be more efficient, but one would have to understand issues better.

The EVS SWG Chairman stated that one may write that algorithmic delay does not include the renderer delay. Mr. Markus Multrus (Fraunhofer) commented that such a statement would only make sense if there was more progress on input formats and output rendering. Mr. Stefan Bruhn (Dolby) recalled that certain design constraints are important for a codec, and they may have an architectural implication; he stated that it is good to set limit and allow corresponding development, and not the other way around. Mr. Tomas Toftgard (Ericsson) commented on splitting delay requirements and he stated that it not really easy to define what is rendering and coding delay, he gave the example of parametric coding, where upmix is going to some format.
Mr. Milan Jelinek (VoiceAge) supported Ericsson’s view and stated that the delay requirement needs more thinking. He stated that it may be interesting to know the overall delay, including renderer. He added that at the same time if there is external renderer, the coding part is also of relevance. Mr. Stéphane Ragot (Orange) pointed to S4-190136 where there is a proposal to set requirements for external renderer, he preferred not to create a box for renderer delay, to see the overall picture.
Conclusion:

S4-190096 was noted.
Mr. Stefan Bruhn presented S4-190097 On IVAS enabled 6DOF VR Conferencing, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG stated that it would make sense to present also S4-190111 and discuss both inputs at the same time. See comments / questions related to S4-190111.
Conclusion:

S4-190097 was noted.
Mr. Stefan Bruhn presented S4-190099 Design Constraints Related to Positional Information of IVAS Capture Device, from Dolby Laboratories Inc.
Comments / questions: 

Mr. Stefan Doehla (Fraunhofer) commented on the first 2 boxes. He stated that they set design constraints for the capturing device, on UEs implementing the immersive audio capture. Mr. Stefan Bruhn (Dolby) confirmed that this was for the capture device. He stated that it is for discussion where to do the motion compensation, and this could be done as part of the IVAS encoder or outside the IVAS codec. He stated that one would have to make sure this compensation is possible. He added that for signaling, there will be a session negotiated for IVAS, and it will contain the audio payload but also certain metadata associated with certain situations, the signaling will be conveyed to the receiving end.

Mr. Lasse Laaksonen (Nokia) stated that this is fundamental question and use cases relate to video a lot. He stated that IVAS is an audio codec, and the proposed requirements for signaling of rotation and compensation according to example use cases are more related to video systems than the audio system. He stated that if this was part of a video system, it would make sense to provide an interface to the external renderer to make use of this information, but he did not see this as an integral part of an audio codec. Mr. Stefan Bruhn (Dolby) stated that it is related to how to present the transmitted audio, and there may be a video component or not, and it is related to operating and influencing the audio capture and audio rendering.
Mr. Stefan Doehla (Fraunhofer) stated that for an audiovisual experience, the compensation would be a global thing done during capture, e.g. using motion stabilization, which is also beneficial for coding, where one would benefit from stabilized data. Mr. Stefan Bruhn (Dolby) clarified that the proposal is not saying anything against compensation at encoder, but there will be be situations where one wants to signal the scene rotation to the decoder.
Mr. Milan Jelinek (VoiceAge) stated that the first box may not be needed as a design constraint for IVAS. Mr. Stefan Bruhn (Dolby) clarified that this is related to a broader understanding where normative work related to IVAS codec standardization starts, and where boundaries are. He stated that it may be the case that this is something to be done outside the encoder, in that case it would have to be specified. He invited to discuss where this compensation should be done, and he added that it might be to be done in the IVAS encoder.
The EVS SWG Chairman noted that there were various opinions, and one question is whether this compensation belongs to the codec or not. He suggested concluding that the group wants to better understand the picture.

Mr. Stéphane Ragot (Orange) asked if the proposal could be understood as similar to the resampling processing which was defined a design constraint for EVS. Mr. Stefan Bruhn (Dolby) stated that there could be a possibility to state that this processing could be somewhere else, but we should have the possibility to signal the rotational data. He added that the other elements might be outside the codec, but one has to specify that such kind of operations with the audio scene should be done in what kind of block outside the codec.

Mr. Milan Jelinek (VoiceAge) commented on the proposed solution, and he understood from the text is that the solution keeps the possibility to send only the azimuth and this could be switched on or off during the session. Mr. Stefan Bruhn (Dolby) stated that the way to negotiate this would be for discussion but it could be part of SDP negotiation to enable this in particular cases. He stated that there might be a possibility to have a handshake during the session or to enable feature on the fly. Mr. Milan Jelinek (VoiceAge) commented on the second box, and he stated that the proposal for spatial orientation is limited to azimuth.  Mr. Stefan Bruhn (Dolby) stated that this should be configured, and this feature could just send azimuth angles or room coordinates where elevation is also needed. Mr. Milan Jelinek (VoiceAge) invited to revise the text if the proposal gets accepted, as the text may require to send all coordinates. 

Conclusion:

S4-190099 was noted.
Mr. Stefan Bruhn presented S4-190100 Considerations and Proposal Related to MASA Format, from Dolby Laboratories Inc.
Comments / questions: 

The EVS SWG Chairman asked if the proposed parameters are the same as from SA4#101 or new parameters. Mr. Stefan Bruhn (Dolby) clarified that they are not new parameters but in the last meeting Dolby had not a clear understanding of what the MASA proposal was, now after studying the most recent proposals the Dolby proposal could be updated.

Mr. Stefan Doehla (Fraunhofer) stated that he suggested compactness in the meeting, not only for discussion but also for presentation, he invited to limit presentation to the essential aspects.

Mr. Andre Schevciw (Qualcomm) asked what was the proposal. He noted that MASA is still under discussion for adoption, and he felt that the proposal already defines a solution as opposed to simply setting design constraints. He asked if the proposal is required to be included as design constraints for MASA.

Mr. Stefan Bruhn (Dolby) stated that there are still many ways to understand MASA, and what kind of processing / preproc can be done. He stated that there are various ways to interpret / generate the MASA channels, and one should find some kind of common understanding of MASA pre-processing. He stated that there may be further ways, and in the end, one should select the ones relevant for IVAS. He emphasized that a concrete proposal is the definition of the parameters of arrival time, phase and gain, he believed that they are valid cues for MASA encoding. He clarified that it is two-fold proposal.

Mr. Lasse Laaksonen (Nokia) stated that there is a fundamental misunderstanding about the MASA format as it has been proposed and discussed so far. He did not feel that the MASA proposal is unclear about how this signal representation is made and how capture is done. He stated that MASA spatial metadata is intended as device configuration agnostic and it describes the spatial soundfield, there is also a description about capture configurations in this input document, and this is the part creating the confusion. He referred to S4-190120 for further details addressing discussions at Busan. He commented that in S4-190100 there is a comment (3rd sentence of section 3) on the lack of evidence that the MASA approach is beneficial for IVAS; he stated that Nokia has provided such evidence, in terms of binaural listening tests results and loudspeaker listening test results and the benefit is quite obvious. 
Mr. Stefan Bruhn (Dolby) stated that the present proposal from Nokia is 1 to 4 MASA channels could be used, but there was no clearly accepted analysis of what it would mean to have 3 or 4 channels. He stated that some test data was provided for the 2-channel configuration, but this has been given a clear merit in context of IVAS codec. He noted that IVAS is also undefined, it makes it difficult to understand what is the merit.
Mr. Lasse Laaksonen (Nokia) asked if the proposed parameters are intended to be delivered to decoder or only for encoder. Mr. Stefan Bruhn (Dolby) stated that MASA was introduced as an input audio format, and he did not think there should be the mandate of any MASA parameter to be propagated to decoder and it may be a design choice to propagate a parameter to decoder. He understood that MASA is an input format and it is up to codec developers to do whatever with the parameters. He stated that Dolby’s proposal is not to force anybody to propagate parameters to decoder, and it may be done if someone sees benefits.
Mr. Lasse Laaksonen (Nokia) asked if the proposed parameters would be always required. Mr. Stefan Bruhn (Dolby) clarified that this was not clear, and the proposal in this meeting is to have many different options related to MASA, one possibility might be to link these parameters to certain MASA options. Mr. Lasse Laaksonen (Nokia) noted that S4-190100 was just for discussion and he stated that it is a good way to define these parameters. He was concerned with parameters giving information about microphone configurations, and he stated that using these parameters in all cases has the risk of disclosing some trade secrets regarding future products or product categories. He stated that if such things are required for the actual audio scene format, this might reduce the availability of test material, and it would be a better approach if these are optional parameters. He noted that this is increasing the size of the spatial metadata, and making that size highly variable. He commented that the number of microphones seems to be variable, and it makes spatial metadata complex without justification; he invited justifications by test results to justify these new parameters. He added that Nokia feels strongly about spatial metadata being device agnostic, and it should really only describe the sound field, in that sense he could not agree on the proposed parameters but he was open to have optional device information. He stated that some offline work could be done to see if some definitions are agreeable.
The EVS SWG Chairman noted that Dolby is interested to contribute and have a common view, which could lead to offline work. He asked in which form this could be done. Mr. Stefan Bruhn (Dolby) stated that it would not be feasible to do this during this meeting, and the proposals in S4-190100 and S4-190120 require some thinking. He noted that one might want to do further studies or simulations in order to evaluate certain aspects. He invited to reserve some time between this meeting and the next one to progress this.
Conclusion:

S4-190100 was noted.
Mr. Hiroyuki Ehara presented S4-190104 Proposal on IVAS-3 (performance requirements), from Panasonic Corporation, NTT
Comments / questions: 

Mr. Stefan Bruhn (Dolby) made a general comment as EVS-3 Editor, he stated that the table for stereo performance requirements in the current version of IVAS-3 is still in square brackets, and nothing is agreed yet.
Mr. Eyal Shlomot (Huawei) asked why the proposal is only for SWB and FB ad not for WB, and why there is an asymmetry in the table. He wondered whether this had to do with the Japanese market. Mr. Yutaka Kamamoto (NTT) clarified that this is due to the design constraint that EVS interoperable stereo modes are only for EVS-SWB.

The EVS SWG Chairman suggested to discuss this proposal and the basic scheme in Table 1.
Mr. Stefan Bruhn (Dolby) stated that this proposal has certain imbalance between rates for EVS mono and remaining bit rates for whatever coding. He noted that there may be some kind of enhancement layer, he stated that in the extreme case one may use 9.6 for EVS mono and then we would have 54.4 kbit/s for the remaining part, and one would have to match what an unconstrained codec would deliver at 48 kbit/s. He stated that one could spend much more bit rate on the underlying mono core coding. He stated that this suggests one could spend even efforts for this embedded mode, with some enhancement layer on mono to match this. He stated that this may be too much overkill to improve mono coding. He felt that one should focus on stereo and spatial coding in the IVAS exercise. Mr. Lasse Laaksonen (Nokia) extended on Dolby’s comment, and he stated that there seemed to be some imbalance with the bit rate; he added that for a spatial immersive codec, embedded modes would be limited to stereo and he asked if the sources were interested for full spatial embedded modes at these bit rates as there could be room for a spatial extension as well.
Mr. Yutaka Kamamoto (NTT) clarified that in this document the sources only proposed stereo use cases, and they thought that stereo at 64 kbit/s is important and if spatial enhancement will be achieved at 64 kbit/s and if the group agrees one could extend the design constraints from stereo to multichannel.

Mr. Juan Torres (Dolby) commented on the column “mono compatibility requirements” where there is a requirement “NWT stereo downmix”, he stated that this should be “mono downmix” as stereo downmix means downmix to stereo.  Mr. Hiroyuki Ehara (Panasonic) clarified that the understanding was the downmixing is done at the encoder side, and the encoder outputs a bitstream including mono. Mr. Juan Torres (Dolby) stated that the box should say mono downmix. Mr. Yutaka Kamamoto (NTT) clarified that the wording was copied from the existing table in IVAS-3.

The EVS SWG Chairman asked to comment on the proposal to incorporate Table 1 from this document as part of Table 13 in IVAS-3. Mr. Hiroyuki Ehara (Panasonic) stated that Table 2 adds content in yellow, and this content can be changed based on the discussions and the proposal was on the concept of including requirements at 64 kbit/s.
Mr. Stefan Bruhn (Dolby) asked if the sources have done any kind of listening to check if these proposals are really reasonable and he invited to share the findings. Mr. Hiroyuki Ehara (Panasonic) stated that there no available test results for this specific proposal, however if one calculate the remaining bitstream other than EVS mono bitstream, the embedded codec at 64 kbit/s should outperform non-embedded IVAS at 48 kbit/s IVAS. He commented that EVS and IVAS could be just two codecs in parallel with the mono downmix and non-embedded stereo and the total bit rate should be less than 64 kbit/. He stated that if mono is encoded at 9.6 and the total rate is less than 64 kbit/s it is practical to achieve this requirement.
The EVS SWG Chairman asked if the group could agree on the proposal. Mr. Milan Jelinek (VoiceAge) commented that the proposal is just a safety net requirement or some verification that something did not run wrongly, and he added that automatically if the table for non-embedded modes are met, obviously the proposal can be met with 2 parallel bitstreams, so this requirement just verifies something did not go wrong, maybe it would need more thinking. Mr. Yutaka Kamamoto (NTT) stated that this is minimum requirement. Mr. Hiroyuki Ehara (Panasonic) commented that the original proposal in the previous meeting had an objective which was removed for this new proposal but the objective would be to be clearly better than this proposed requirement, and it can be more ambitious.
Mr. Milan Jelinek (VoiceAge) proposed to agree on some provision that if embedded modes do not provide anything above parallel bitstreams, they should not be part of the codec. He stated that it will make the codec more complex but performance will not be better than parallel bitstreams. He insisted that there should be a provision not add functionalities that are not justified.
Mr. Stefan Bruhn (Dolby) asked if the proposal is to add the table in IVAS-3 in square brackets or if the proposal is to already agree on these proposed requirements. He recalled that there were reasons to keep mono compatibility and stereo requirements in square brackets because it relates to certain correlated content and no one knows what this would mean.  The EVS SWG Chairman thought that the proposal should be inside square brackets. Mr. Hiroyuki Ehara (Panasonic) had similar view, and stated that the sources may make proposals in design constraints, which currently define certain stereo modes that support embedded bitstream modes, and one may have to clarify embedded stereo modes in design constraints. He clarified that the proposal is to agree on concept of performance requirements for EVS bitstream interoperable modes shown in yellow.
The EVS SWG Chairman concluded that there were comments to think a bit more on this proposal and he asked the sources to update the proposal for the next meeting. He noted that there were comments collected on this contribution and the sources can consider them. 

Conclusion:

S4-190104 was noted.
Mr. Markus Multrus presented S4-190109 IVAS Design Constraints: Formats and Interface for Rendering, from Fraunhofer IIS
Comments / questions: 

Mr. Stefan Bruhn (Dolby) stated that one correlation is in rendered output formats. He saw correlation on binaural stereo, surround stereo and mono. He noted that the rendered output format may be the same as playback modes. He commented that there are too many specifics in the proposal, with the list of various multichannel configurations. He preferred to cover this as a kind of generic multichannel loudspeaker and not to go into details in this box. He recalled that Dolby had also comments on the pass-through mode, where in some cases a binauralized input is indicated. He stated that the pass-through mode is to be justified for certain merits and uses cases.
Mr. Markus Multrus (Fraunhofer) stated that an elementary use case for pass-through is the object, play out to loudspeaker; he commented that pre-rendering an object would lose functionality, and the pass-through mode would keep some flexibility to manipulate objects.
Mr. Stefan Doehla (Fraunhofer) stated that pass-through is the ideal result from session negotiation, then 2 parties exchanged what is needed, at input one has what is at output.

Mr. Juan Torres (Dolby) commented that an encoder may capture in scene-based mode and a receiver may only support 5.1, in this case an encoder would have to include renderer. Mr. Stefan Doehla (Fraunhofer) confirmed that in this case there would be a renderer, and he stated that the default should be however that session negotian works and a common format is found. He stated that IVAS is a codec, not an end to end system implementing a terminal, and one would have to find ways to negotiate.
Mr. Huan-Yu Su (Huawei) stated that that IVAS is a codec and the pass-through input goes to encoder and is received by decoder, while one can also pass through the renderer. He stated that one can connect to an external renderer, but it does not mean that the audio signal is not compressed.
Mr. Stefan Doehla (Fraunhofer) stated that the pass-through mode is a format preserving mode.
Mr. Stéphane Ragot (Orange) commented that that IVAS codec will include an RTP payload format that will address negotiation and some end to end aspects. . Mr. Stefan Doehla (Fraunhofer) did not think that IVAS will have constraints on UEs and application / requirements like GSMA defines, he stated that IVAS is a codec and the RTP payload format will support all functionalities of the codec, and a complete system is more than the codec. He added that normally the input format is the same as the output format. Mr. Stefan Bruhn (Dolby) stated that the input signals may be from certain capture and the listening will be with 2 ears or one ear, which is different.
Mr. Stéphane Ragot (Orange) commented on the text modification putting binaural audio into stereo. Mr. Markus Multrus (Fraunhofer) stated that he did not understand that binaural and stereo are different. Mr. Lasse Laaksonen (Nokia) stated that binaural audio needs to be reopened, to clarify if it is prebinauralized content, or 2 channels with metadata. Mr. Huan-Yu Su (Huawei) supported defining binaural audio. Mr. Stefan Bruhn (Dolby) stated that binaural audio is a different thing than stereo and it is a kind of spatial audio. Mr. Markus Multrus (Fraunhofer) stated that binaural audio is channel-based audio. Mr. Milan Jelinek (VoiceAge) stated that binaural audio has two channels from a codec perspective so it is the same as stereo. Mr. Stefan Bruhn (Dolby) preferred not to change agreed text. Mr. Tomas Toftgard (Ericsson) requested to clarify what the difference is between binaural audio and stereo. Mr. Stefan Bruhn (Dolby) recalled that for the 3GPP audio codec exercise, where e-AAC+ and AMR-WB+ were standardized, the characterization by France Telecom showed that the codecs are not working as expected for binaural audio, and this shows that binaural input is not a regular stereo signal. Mr. Stefan Doehla (Fraunhofer) stated that binaural audio is to listen directly over headphones. Mr. Lasse Laaksonen (Nokia) stated that the encoder sees two channels, and to know the signal is binaural or stereo it needs an additional indicator. Mr. Stéphane Ragot (Orange) referred to S4-190136 where direct headphone presentation is proposed for binaural audio.
Conclusion:

S4-190109 was noted.
Mr. Markus Multrus presented S4-190110 IVAS Performance Requirements: SBA, from Fraunhofer IIS
Comments / questions: 

The EVS SWG Chairman stated that the group is not at a point to compare codecs with certain tests and he noted that the group would first identify references and not comparisons (like AB test).
Mr. Tomas Toftgard (Ericsson) stated that the proposal is always comparing to FOA, and he asked if the requirement would be the same for FOA and HOA. Mr. Markus Multrus (Fraunhofer) confirmed that this was the case and he added that ambisonic is a scalable comparison.
Mr. Stéphane Ragot (Orange) stated that the proposal is a kind of safety net performance requirement compared to basic multimono coding. He noted that HOA is not yet agreed as N is in square brackets in IVAS-4. He did not support the use of FOA as a HOA reference, and he pointed to alternative proposals in S4-190239. He also noted that the proposal assumes only pass-through operation which raises the question of common render testing and he stated that that the renderer aspect is missing. Mr. Markus Multrus (Fraunhofer) agreed that the renderer is missing in design constraints. He added that it is difficult to find an available reference, with both encoder and decoder available and with an appropriate version to compare against.
Mr. Eyal Shlomot (Huawei) asked to clarify the wording ‘operation’. Mr. Markus Multrus (Fraunhofer) clarified that this was copied from the stereo requirements, in my understanding it means coding
Mr. Stefan Bruhn (Dolby) stated that it is very important to discuss if there are certain reference codecs available, he understood there may be reservations using Opus, and he stated that the group wants an IVAS codec that is competitive, and one should not upfront exclude such options. He stated that the most important is to get a realistic reference condition, and he agreed that there is little available.

The EVS SWG Chairman commented that someone has to supply the reference codec.
Mr. Andre Schevciw (Qualcomm) commented that one issue is what is the test method, what is the reference renderer, which was discussed in LiQuImAS, and if no codec is available, there is the absolute level of performance, and the comparison point is PCM. Mr. Markus Multrus (Fraunhofer) commented that there is a least a mockup system available, and it did not score that bad in the course of VRStream, he agreed on the reference and the question of renderer and he stated that the test methodology is missing. Mr. Andre Schevciw (Qualcomm) stated that a real issue is the mixing of FOA and HOA, and it needs an underlying test method. He did not see how it will be solved; he noted that there is a WI proposal for objective methods, but the group is missing a test method to do this.
The EVS SWG Chairman concluded that the group was not in a position to include this proposal.
Conclusion:

S4-190110 was noted.
Mr. Stefan Doehla presented S4-190111 IVAS 6DoF, from Fraunhofer IIS
Comments / questions: 

The EVS SWG Chairman discuss both documents (S4-190097 and S4-190111). Mr. Stefan Bruhn (Dolby) stated that there is some contradiction in the two contributions: S4-190111 tells that 6DoF is so challenging and SA4 cannot do it and it will damage the schedule for ITT4RT, and it mentions things like occlusion. He stated that there may be different understandings of 6DoF, and 6DoF can be made so complicated that one would standardize it for 10 years. He clarified that this is not what is proposed in S4-190097 with some interesting use cases and no substantial technology challenges. He stated that it is an opportunity to make sure that 6DoF is directly available with IVAS, directly with the renderer. He noted that the IVAS work may consider some external renderer interface, but one does not know anything about e2e delay, what kind of renderer one would see from MPEG-I, what kind of additional metadata framework, what it means for transport. He recalled that there were options discussed earlier to standardize solutions in phases, but usually it is not a successful way of working. He suggested finding a suitable functionality and doing it once.
Mr. Tomas Toftgard (Ericsson) agree with Dolby that the 6DoF use case has been considered for IVAS, and the use case from Dolby was considered already in the study on VR. He stated that it is a relevant use case for IVAS, as shown by Dolby it is not a big issue to start. He recalled that IVAS started before ITT4RT, it is independent, and it is more than ITT4RT. He stated that having basic 6DoF support in one step can realize very good use cases.
Mr. Stefan Doehla (Fraunhofer) stated that the group still faces the issue that one would need to find ways that would broaden the contribution, and an evaluation platform would have to be developed, checked and evaluated. He stated that it is a question also for the SQ SWG how to evalue 6DoF.
Mr. Tomas Toftgard (Ericsson) stated that this is valid for everything SA4 has, and that it must not be full 6DoF tracking.
Mr. Stefan Doehla (Fraunhofer) asked if S4-190097 is 6DoF; he stated that it is a 3DoF where one can change position, and not change groups constantly, so it is more 3DoF at multiple places. Mr. Stefan Bruhn (Dolby) clarified that it is a clear 6DoF use case, and technical details are provided with directions of sound arrival

Mr. Stéphane Ragot (Orange) stated that IVAS is still very open, and he noted that significant features like MASA and other features are still under discussion and would take also a significant effort to be considered. He stated that to make IVAS attractive it was the right time to consider 6DoF which is at the same level as other features being discussed for design constraints.
The EVS SWG Chairman proposes to see this at the next meeting. He stated that a more adequate technical discussion is needed, instead of saying that one cannot manage time, which is not a technical argument. He noted that the timelines for IVAS and ITT4RT are harmonized so from this point of view it is the target to have IVAS ready by that time. Mr. Tomas Toftgard (Ericsson) did not think that ITT4RT is the only use case for IVAS. The EVS SWG Chairman commented that there is a sync of timeline as noted in S4-190111, and this is what one has to understand.
Conclusion:

S4-190111 was noted.
Mr. Lasse Laaksonen presented S4-190120 On IVAS MASA Channel audio format parameter, from Nokia Corporation
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) asked if the attributes in the MASA format can change on a frame basis. Mr. Lasse Laaksonen (Nokia) clarified that this information could in principle change every frame, but he would expect this would mostly not change in a session. Mr. Markus Multrus (Fraunhofer) stated that it could be signal adaptive. He commented on the distance parameter, and he thought that MASA was close to DiRaC, where he did not understand the advantage of the microphone distance information. Mr. Lasse Laaksonen (Nokia) expected that it would have some potential benefits in rendering in some cases, but so far Nokia’s analysis is that it would be most useful for cases having a stereo MASA, and for 3-4 channels case they did not see a benefit. He stated that this is basically information about the distance between selected microphones, and in some rendering cases it could provide some benefit, especially if the sort of distance is significantly different from what one would expect to have. He noted that for a typical smartphone of 2019, one may have a good estimate that you can use for your renderer, but if setup close to 1m, this is not a smartphone but you can arrive to a MASA input format, maybe it affects the rendering to binaural.

Mr. Stefan Bruhn (Dolby) thanked for this contribution as it is helpful to get more details on the proposal. Further it appears as a powerful format, potentially with many options. It would be quite important to understand all options and how it would be used and if and how an IVAS codec would benefit from all of these options or how would we make sure that IVAS gets benefits from it and we are not running into options misinterpreted, and decoded output that would not be as expected. Also pointed out was the generation of MASA formatted input and how one would  ensure that one can always rely on getting valid MASA data, what path of MASA format generation and has to be become normative. Otherwise there may be too many options, some implementers may make different choices.
Mr. Stéphane Ragot (Orange) commented that the case of 3-4 channels has a strong overlap with scene-based audio which is already an agreed input format and he was not sure that this case was needed for MASA.

Mr. Lasse Laaksonen (Nokia) stated that the inclusion of 3-4 channel inputs does not come from Nokia, some other parties proposed that it could be good to have FOA and planar ambisonic. He invited industry inputs and tried to incorporate those inputs. He stated that the strongest use case is centered on 1-2 channels + metadata input. He stated that it’s an alternative for FOA in the sense that practical mobile devices with flat array cannot produce decent FOA. He stated that one could question if 3-4 channel input MASA gives the best quality spatial audio capture or not, and there will be some overlap with ambisonics which remains a relevant input for other devices, like spherical devices or devices that support close to a spherical microphone. He replied to Dolby’s comment on the complexity of format and how to ensure that valid MASA is generated, by stating that opening the discussion on the channel audio format is an essential field, and the number of channels and description of what are these channels might be different to S4-190100, and it would not be an issue if the amount of metadata is reasonably small if it is metadata used at the encoder and not transmitted to the decoder. He added that proponents will develop their codecs, there will be a selection and the winning codec can utilize certain aspects or not, and a practical approach would be to remove unused metadata parameters, for instance the source format description, if proponent do not use it. He stated that there could be some potential part of formats that was not used and that is changed to reserved.

Mr. Peter Isberg (Sony) asked if the table would describe also an array like ORTF. Mr. Lasse Laaksonen (Nokia) stated that if the capture uses a 2-microphone system, this would not generate MASA, as MASA is a spatial format, but that the 2-channel MASA could correspond to ORTF based on the combination of table values.
Mr. Peter Isberg (Sony) asked if coincident microphones are excluded or not. Mr. Lasse Laaksonen (Nokia) clarified that the format outside this document is agnostic to capture.
Mr. Peter Isberg (Sony) asked if the physical layout has to be described if the device has 4 microphones. Mr. Lasse Laaksonen (Nokia) clarified that the spatial metadata agreed in Kochi describes the sound scene, one will render from the 1, 2,3 -4 channels this spatial representation to binaural or loudspeaker based on metadata so the actual configuration is unnecessary.
Mr. Stefan Bruhn (Dolby) asked, assuming the raw microphone signal would be available to the IVAS encoder, if it would be possible to allow any signal processing like an analysis leading to MASA and any kind of downmix operation to create MASA channels inside the codec such that proponent would make use of exactly of the features considered useful. He asked why this kind of analysis of microphone signals should be very unspecified. He felt that it would be much safer and more compact if this was done as part of the IVAS encoder.

Mr. Lasse Laaksonen (Nokia) stated that this comment was covered several times before, and it is not practical to have the encoder do the analysis, it would need to have very specific information about not just the number of microphones but their exact positions, how the devices shadows the microphone, how users usually are expected to hold the device, it might affect the algorithm, and it would be a very difficult problem. He stated that the capture analysis is always hand-tuned to each device, one cannot expect that information is to be available to the encoder, it is not the point of the encoder to do that, the spatial encoder is supposed to compress this spatial audio scene, and allow to render the sound scene at the decoder. He stated that this is another format, if an eigenmike with 32 microphones is used, IVAS may take not access to 32 microphones but to ambisonics at different orders. It is important to understand all sorts of processing is typically done in parallel, for example, noise suppression is typically done with equalization, etc. He stated that these things happen in parallel with spatial analysis in many cases, they don’t create additional delay, and it is a solution that industry has embraced with many deployments. He added that MASA is attempt to make this parametric spatial audio capture in standards.

Mr. Stéphane Ragot (Orange) wondered whether it was so motivated to have ambisonics as transport channels for MASA. Mr. Lasse Laaksonen (Nokia) stated that in the case of 4 signals transport channels would be by default FOA, and this was the only proposal for this case. Mr. Tomas Toftgard (Ericsson) asked if this would affect the rendering and he stated that this may require to indicate the order. He did not understand the rendering of the MASA format with FOA. Mr. Lasse Laaksonen (Nokia) stated that it is a spatial rendering and it can accommodate any loudspeaker setup. He noted that the example software already gives answer to loudspeaker rendering and in S4-190121 there is more information.
Conclusion:

S4-190120 was noted.
Mr. Lasse Laaksonen presented S4-190121 Proposal for MASA format, from Nokia Corporation
Comments / questions: 
The EVS SWG Chairman commented that the proposal is the same as before with 1-4 channels, and there were some company positions that maybe 3-4 are not agreeable. He stated that 1-2 channels could be agreed and 3-4 could be in brackets. He asked how the parameters correlate with the proposal from Dolby. Mr. Lasse Laaksonen (Nokia) clarified that Dolby parameters are not included.
Mr. Andre Schevciw (Qualcomm) asked why from the number of channels N is set to 1-4. Mr. Lasse Laaksonen (Nokia) clarified that 1-4 has been specifically discussed in 2018, there was a proposal to have 1-N and it was proposed to have 1-4 for MASA and the spatial metadata row could be duplicated to consider spatial audio with more channels. Mr. Andre Schevciw (Qualcomm) stated that in Kochi there was the discussion of HTF and MASA to have a single line, and N reflecting the possibility of all formats. Mr. Stéphane Ragot (Orange) noted that the contribution was about MASA, and an input would be needed on other proposals.
Mr. Stéphane Ragot (Orange) stated that there is still the issue with MASA that a detailed description with source code would be required for all IVAS candidates to have the possibility to consider this format in a fair and open way and he recalled that for EVS there were many tools that were openly provided by different companies. Mr. Lasse Laaksonen (Nokia) stated that this is a chicken egg, problem, as Nokia would not provide source code for a format that cannot get agreement on, and the process is to get agreement on certain parts before extending the example software. He commented on the expectation to have source code, and he stated that Nokia has a MATLAB implementation which could be updated, but there is the legal issue that it is not code that would become part of the standard so Nokia cannot share it without license, and probably companies can understand this. He noted that it may be possible to develop an equivalent C code, but this is a significant investment and to have this as a precondition to agree on the audio format on which there is a need in the market, this a little bit more than an open process. He stated that it is really an investment by anyone to provide this software, in practice if there is agreement on the format, the management may allocate resources to develop such a software for use in 3GPP, but it is hard to develop such software and see it is not used, and that is more than an open process.
Mr. Stéphane Ragot (Orange) stated that it is also a big decision to accept MASA before even a selection process for IVAS because MASA is already a kind of coding method, and this has to be acknowledged. He stated that it is difficult to agree upfront on MASA if it is not possible to test the complete options and have test signals to develop a candidate in a fair way.
The EVS SWG Chairman asked how to break this situation and if it is possible on either side to make some compromise.

Mr. Stefan Bruhn (Dolby) states that it is better to start from specifying one processing that would be used, with a generally accepted way to generate one MASA downmix channel. He stated that there are many ways to construct such a downmix channel, this would be one thing. He suggested starting with the case of 1 channel. He stated that similarly one could do it also for 2 downmix channels, and one could agree on a clearly defined way. He clarified that Dolby is not requesting software, but it will be important for implementers to know how they generate these MASA channels. Mr. Lasse Laaksonen (Nokia) stated that the format is intended to be agnostic of the device, this relates also to the downmix. He added that basically the upmix is then fully defined by the spatial metadata, it should not matter how this downmix is done, and if there is willingness to have progress with an agreed definition, the proposal would be to utilize the device microphones without any active downmix what so ever, and one would have the same processing in terms of EQ, etc. as for a mobile device microphone. He stated that there is nothing strange about the MASA processing, and if this moves things forward he supported this approach.

The EVS SWG Chairman stated that it does not make sense that at every meeting discussions are repeated even though there is an evolution of the understanding of the MASA format. He asked if those interested could work out for the next meeting. Mr. Stefan Bruhn (Dolby) stated that Dolby indicated openness to converge on a view on MASA which has potential merits, and MASA has to be defined in a way to give equal chances to all parties. Mr. Stéphane Ragot (Orange) open to work offline for the next meeting. The EVS SWG Chairman invited to have offline discussions among anyone who is interested. Mr. Lasse Laaksonen (Nokia) was ok with this approach. Mr. Andre Schevciw (Qualcomm) stated that this proposal is specific to MASA. 
The EVS SWG Chairman concluded that offline work will take place between now and the next meeting to progress this type of text on spatial audio format, including whatever is in this box on spatial audio with metadata.
Conclusion:

S4-190121 was noted. Offline work will take place between now and the next meeting to progress this type of text on spatial audio format with metadata.

Mr. Lasse Laaksonen presented S4-190122 Considerations on object-based audio metadata for IVAS, from Nokia Corporation
Comments / questions: 
Mr. Markus Multrus (Fraunhofer) stated that it is good to start thinking about this topic, and he commented that the position parameter (direction index) is a quantized representation, and it is unhandy with respect to object. Mr. Lasse Laaksonen (Nokia) stated that this sort of prequantization of direction is also the case for azimuth and elevation and for MASA it has a 1-degree accuracy on the sphere.
Mr. Markus Multrus (Fraunhofer) stated that this is also related to object manipulation and the metadata expected at the output. Mr. Lasse Laaksonen (Nokia) commented that the proposed accuracy is sufficient.
Mr. Stefan Bruhn (Dolby) supported Fraunhofer’s view on the coding and quantization aspects, he stated that in VRStream there were certain parameters related to direction, gain, spatial extent, without coding, and in 6DoF discussions there is some kind of possibility to indicate the position of objects in space which may not be the directional parameters in terms of relative direction from the listeners but rather in Cartesian system. He did not think any kind of quantization should be considered. Mr. Tomas Toftgard (Ericsson) has the same comment. He asked to clarify the common properties between channel-based ambisonics and object metadata. Mr. Lasse Laaksonen (Nokia) stated that this relates to the direction index, which is only the direction signaling. He stated that it may be useful to consider reusing something that exists, when finding commonality, and it can be straightforward to mix formats that already share similar properties. He stated that the common property would be to have the same pre-quantization of direction. He believed that in practice there will be some sort of quantization. Mr. Tomas Toftgard (Ericsson) stated that ambisonics and channel-based are not in this case. Mr. Lasse Laaksone (Nokia) stated that Nokia did not so far identify a commonality between object audio and ambisonics or channel-based.
Conclusion:

S4-190122 was noted.
Mr. Lasse Laaksonen presented S4-190123 Mobile capture of immersive audio for IVAS: Use cases, from Nokia Corporation
Comments / questions: 
Mr. Stéphane Ragot (Orange) stated that the use cases are focused on multi-microphone capture on a phone which relates to MASA, and he asked if they could also cover cases of accessories, e.g. 360 audio and/or video capture plugged in phone or connected via Bluetooth. Mr. Lasse Laaksonen (Nokia) stated that a similar use case 1 could be realized with a visual component or accessories, but in general it is useful to consider use cases that are clear and not complex or convoluted.

Mr. Stéphane Ragot (Orange) noted that the use case 1 is restricted to headphone and he wondered if loudspeaker listening and issues like echo cancellation should not be included. Mr. Lasse Laaksonen (Nokia) clarified that use case 2 has loudspeaker presentation and agreed that echo cancellation would be needed in this case.
Mr. Stéphane Ragot (Orange) commented that mono playback on smartphone in use case 2 could be stereo or immersive playback if the phone supports immersive capture.
The EVS SWG Chairman asked if the group agreed to include the proposed use cases. Mr. Stefan Bruhn (Dolby) commented that an editor should be assigned for this work, and he asked if Nokia would be considered to take the editorship. Mr. Lasse Laaksonen (Nokia) replied that he could consider with the expectation to produce a P-doc at the next meeting. 

The EVS SWG Chairman asked if the proposal can be included in the new P-doc. Mr. Stéphane Ragot (Orange) commented that this contribution should be slightly edited to generalize a bit the audio capture. Mr. Lasse Laaksonen (Nokia) stated that the proposed use cases consider the most generic spatial capture, and lower spatial resolution like mono and stereo are also possible.
Conclusion:

S4-190123 was agreed with some edits to be done later on the audio capture.
Mr. Stéphane Ragot presented S4-190136 On IVAS audio formats, from Orange
Comments / questions: 

The EVS SWG Chairman commented there is a potential to merge this input with other inputs on the input-output formats.

Mr. Tomas Toftgard (Ericsson) commented that object-based was not in output audio formats without rendering, but was included in the formats for interface with the external renderer. The EVS SWG Chairman noted that the same contradiction applied for spatial audio with metadata.
Mr. Stefan Bruhn (Dolby) commented on the interface to external rendering, he asked if the proposal implied any combinations or whether it was up to the decoder to choose what kind of combinations it would support. Mr. Stéphane Ragot (Orange) clarified that the proposal was open on this aspect and it was up to the group decision.
Mr. Markus Multrus (Fraunhofer) commented on the proposal for audio formats without renderer (pass-through), he stated that this was use case motivated, and he argued that objects could also be used in some use cases. Mr. Stéphane Ragot (Orange) stated that objects in pass-through mode may be considered if there are related use cases. 

Mr. Stefan Doehla (Fraunhofer) commented on binaural audio, he stated that it should be considered as channel-based audio. Mr. Stéphane Ragot (Orange) clarified that the text on binaural audio was taken from previous meeting which was agreed text.
Mr. Stefan Bruhn (Dolby) asked if the proposal on rendering over loudspeakers was open to free positioning. Mr. Stéphane Ragot (Orange) confirmed that this was the case.
Conclusion:

S4-190136 was noted.
S4-190231 On IVAS performance requirements for scene-based audio, from Orange was revised to S4-190239.
Mr. Stéphane Ragot presented S4-190239 On IVAS performance requirements for scene-based audio, from Orange
Comments / questions:

Mr. Markus Multrus (Fraunhofer) stated that he would appreciate if the document was provided at the deadline. He commented on test results comparing multimono FOA at different rates with a MSUHRA test, and he stated that there should be configurations with mono and stereo to see if FOA has benefits. He also commented on the observation that only 4x48 is relevant for services based on the absolute score. He stated that the absolute scores are dependent on the context and depending on labs 13.2 stereo may have a high score around 80 or be in the poor range. He stated that one should be careful with anchors before making conclusions.

Mr. Stéphane Ragot (Orange) stated that it is not a feasibility study where one has to show benefits over mono or stereo as in FS_CODVRA, but the issue was to find relevant references for FOA or HOA. He stated that anybody could bring further test results.
Mr. Markus Multrus (Fraunhofer) commented on the matrixing approach, as seen as seen in FS_CODVRA. He stated that several tests were conducted in this study, one by Dolby, one by Ericsson, and results were not consistent and very item dependent, and he has doubts on the gain of matrixing. Mr. Stéphane Ragot (Orange) commented that the coding approaches from Dolby and Ericsson were not the same test so one cannot interpret too much these test results.
Mr. Andre Schevciw (Qualcomm) commented on individualized HRTFs, and he stated that Qualcomm proposed a study showing a benefit as long as it is used in conjunction with headphone compensation. He stated that it would be a good idea, and he asked how this could be done and how to collect HRTFs. He also stated that the concept of mixing properly independent renderers was investigated in VRstream, where each candidate had its own renderer. He stated that one can compress the reference on the renderer.

Mr. Stéphane Ragot (Orange) stated that personalized HRTFs could be obtained by including a pre-training session to select HRTFs that better match the listeners, and this would give better results than generic HRTFs.
Mr. Stefan Bruhn (Dolby) stated that depending on certain test methodology, one should see if conditions are possible, and if MUSHRA is used one should define what would be the hidden reference. He commented on Fraunhofer’s statements that absolute MUSHRA scores are not a very reliable measure, and stated that there were other discussions in VRStream. He stated that it was good to get this noted. He stated that generally the idea to include further dimensions to include mono and stereo would make the methodological problem bigger, adding more work, before one knows what to test. He appreciated seeing test results and based on the experience from FS_CODVRA and the EVS-based approach for VRstream he stated the results shown in this contribution correlated very much and multimono coding of EVS at bit rates shown are questionable when to be used as performance references.
Mr. Stefan Doehla (Fraunhofer) noted that items on this test are classified as music and mixed content. He asked further information on the nature of these items and stated that the application is a communication scenario, and he had the impression that these items do not have voice included. Mr. Stéphane Ragot (Orange) stated that further results would be invited for speech-oriented material for which EVS may perform better.
Mr. Lasse Laaksonen (Nokia) commented on proposals, and he was confused about the use of VRStream codecs. He commented that Orange required full source code of MASA while full specification is available in terms of equations, here codecs with no publicly available encoder are proposed. Mr. Stéphane Ragot (Orange) agreed that this was an important point and he agreed that one would need to select a reference that has a full specification.
Mr. Tomas Toftgard (Ericsson) stated that he looked at results for FS_CODVRA and 4x13.2 was not that good but 4x24.4 scored very well compared to other conditions like stereo downmix and one gets more quality when encoding with 4x24.4. He recalled that Ericsson used the B-format, and they tested similar matrixing as Dolby and B-format was better, but this might be codec dependent as different codecs were used in the two experiments. Mr. Stéphane Ragot (Orange) stated that EVS multimono may be item dependent.
The EVS SWG Chairman stated that candidate references need full specification, so a general principle, whether the reference is obtained by donation by someone or available in 3GPP, would be to assume that a coder than has no full specification is not suitable. He stated that this is a good opportunity to come to such conclusion which will make the future work easier in future.
Conclusion:
S4-190239 was noted.
S4-190138 On Conversational Use Cases of Extended Reality over 5G, from Dolby Laboratories Inc. was revised to S4-190217 On Conversational Use Cases of Extended Reality over 5G, from Dolby Laboratories Inc.
S4-190217 On Conversational Use Cases of Extended Reality over 5G, from Dolby Laboratories Inc. was noted without presentation. Due to lack of time at the end of the meeting, Mr. Stefan Bruhn (Dolby) suggested to note this Tdoc and come with concrete proposal for the next meeting on how to include this proposal.
The EVS SWG Chairman projected S4-180649 Draft IVAS codec development overview (IVAS-1), from Huawei Technologies Co. Ltd and this Tdoc was edited online to create a revision in S4-180247 IVAS codec development overview (IVAS-1), v. 0.0.3, from Editor (Huawei Technologies Co. Ltd)
Comments / questions:

The EVS SWG Chairman stated that an editor needs to be assigned for the new permanent for use cases. The name for this new P-doc was discussed and it was edited online as “Collection of example usage scenarios” which will be IVAS-9.
The EVS SWG Chairman asked who would like to be Editor. Mr. Lasse Laaksonen (Nokia) stated that he was available as proposed by Dolby. The EVS SWG Chairman added Mr. Lasse Laaksonen (Nokia) and completed the list of P-docs with the new P-doc IVAS-9.

Conclusion:

S4-190247 was agreed (v0.0.3). This Tdoc will go to 15.1.

An editing session took place on the IVAS-4 P-doc with online editing by Mr. Wang Bin and Mr. Huan-Yu Su (Huawei). The output of this editing session can be found in S4-190248 IVAS Design Constraints (IVAS-4), v0.0.7, from IVAS Co-Rapporteur (Huawei Technologies Co. Ltd) which was agreed.
It was proposed to schedule a conference call to further progress IVAS-4. After some discussion, the following telco was agreed: Feb. 19, 2-4pm CET, host, EVS SWG call (Tdoc submission deadline: 18 February 14:00 CET, host: Fraunhofer IIS).
6 Alt_FX_EVS (Alternative EVS implementation using updated fixed-point basic operators)

Mr. Milan Jelinek commented that there was a request from Mr. Kyunghun Jung (Samsung) – Rapporteur of TS 26.114 - that the CR to 26.114 in S4-190078 should be dealt in MTSI. 
Mr. Milan Jelinek presented S4-190044 CR26450-0001 Addition of reference to ALT_FX_EVS implementation (Rel-16), from VoiceAge Corporation
Comments / questions: 

None.
Conclusion:

S4-190044 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Tomas Toftgard presented S4-190049 CR26103-0048 Addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM
Comments / questions: 

None.
Conclusion:

S4-190049 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Tomas Toftgard presented S4-190050 CR26179-0004 Correction and addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM
Comments / questions: 

None.
Conclusion:

S4-190050 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Tomas Toftgard presented S4-190053 CR26453-0001 Addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM
Comments / questions: 

None.
Conclusion:

S4-190053 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Tomas Toftgard presented S4-190054 CR26454-0015 Addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM
Comments / questions: 

None.
Conclusion:

S4-190054 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Milan Jelinek presented S4-190079 CR26223-0012 Addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM
Comments / questions: 

None.
Conclusion:

S4-190079 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Milan Jelinek presented S4-190092 CR2644-0025 rev1 Correction and addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM, VoiceAge Corporation
This is an update of a CR from the previous SA4 meeting. The readme file is also changed.

Comments / questions: 

The SA4 Secretary clarified that he usually updates the readme file when implementing specifications after plenary. He noted that the readme is not mentioned in the affected clauses.
Mr. Tomas Toftgard (Ericsson) clarified that the readme is not attached, and only the diff file is provided; he commented that the text in the CR is incorrect.

The EVS SWG Chairman suggested revising the CR and attaching the readme.

Mr. Stefan Doehla (Fraunhofer) suggested revising the word ‘implementations’.
Mr. Markus Multrus (Fraunhofer) commented that if the readme is updated, the version number of source code could be changed. The SA4 Secretary recalled that the rule is that, every time we one of the codec specifications is changed, one needs to change the test vectors, because the versions have to be aligned. He stated that unfortunately it was written that there will be alignment with 26.444, 26.442, 26.443 and that is why every time the codec changes despites test vectors have not changed, one has to change 26.444. Mr. Markus Multrus (Fraunhofer) asked if there would be any impact on the zip files if the readme is changed. The SA4 Secretary clarified that this is an update to 26.444, so a change is needed; he added that 15.1.0 will become 16.0.0. Mr. Tomas Toftgard (Ericsson) asked if filenames should be updated. The SA4 Secretary commented that g00 should be used. Mr. Tomas Toftgard (Ericsson) commented that the code was not updated and he wondered if the two fixed-point implemented will be aligned. The SA4 Secretary stated that, if 2 out of three code bases have not changed, one could leave the version; he emphasized that the problem is there is no test vector specification per codec.
Mr. Tomas Toftgard (Ericsson) asked what to do for the readme and zip files. It was concluded that the SA4 Secretary will contact Mr. John Meredith (ETSI) and figure out what to do.

The discussion was parked but the source was invited to prepare the new version of the CR as a draft, and to provide S4-190232 (draft) in the Drafts folder.
Conclusion:

S4-190092 (rev1) was revised to S4-190233 (rev2).
Mr. Tomas Toftgard presented a draft revision of S4-190233 CR2644-0025 rev2 Correction and addition of reference to Alt_FX_EVS implementation (Rel-16), from Ericsson LM, VoiceAge Corporation
The files are renamed, the text was updated; some explanations of changes in zip files are provided. 
Comments / questions: 

Mr. Markus Multrus (Fraunhofer) suggested including the old readme and the new readme. This attachment was included to the draft. 
Conclusion:

S4-190233 (rev2) was agreed. This Tdoc will go to A.I. 15.4.
Mr. Tomas Toftgard presented S4-190093 CR26447-0011rev1 Correction and addition of reference to Alt_FX_EVS implementation (Rel-16), from VoiceAge Corporation
Comments / questions: 

Mr. Tomas Toftgard (Ericsson) commented that the wording ‘implementations’ is used again. Mr. Stefan Doehla (Fraunhofer) stated that the term ‘implementations’ is overused and he suggested discussing this offline. Mr. Milan Jelinek (VoiceAge) commented that one would have to revise what was already agreed, it would propagate.
The EVS SWG Chairman asked if this CR could be agreed. Answer: yes.
Conclusion:

S4-190093 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Stefan Doehla presented S4-190112 CR26448-0002 Correction and addition of reference to ALT_FX_EVS implementation (Rel-16), from Fraunhofer IIS
Comments / questions: 

None.
Conclusion:

S4-190112 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Stefan Doehla presented S4-190113 CR26449-0001 Correction and addition of reference to ALT_FX_EVS implementation (Rel-16), from Fraunhofer IIS
Comments / questions: 

None.
Conclusion:

S4-190113 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Stéphane Ragot presented S4-190130 CR26446-0001 Addition of reference to Alt_FX_EVS implementation (Rel-16), from Orange
Comments / questions: 

None.
Conclusion:

S4-190130 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Milan Jelinek presented S4-190098 CR26452-0001 CR to Alt_FX_EVS TS 26.452 (Rel-16), from Cadence Design Systems Inc.
Comments / questions: 

The EVS SWG Chairman commented that Tdoc S4-190147 should be taken before the CR agreed. After the presentation of S4-190147 (see below), the discussion on S4-190098 resumed. 

The EVS SWG Chairman asked if the group could agree on this CR. Answer: yes.

Conclusion:

S4-190098 was agreed. This Tdoc will go to A.I. 15.4.
Mr. Stefan Doehla (Fraunhofer) commented that the associated zip code (in S4-190148) will be uploaded to the Drafts folder and he was still verifying the code.

Mr. Milan Jelinek presented S4-190147 Comments to the Corrections of the Alternative fixed-point EVS source code, from Cadence Design Systems Inc., Fraunhofer IIS, Ericsson LM, VoiceAge Corporation
Comments / questions: 

None.
Conclusion:

S4-190147 was noted.
Mr. Milan Jelinek presented S4-190101 CR 26.952-0008 Introduction of test results of alternative fixed-point implementation of EVS (Release 16), from Cadence Design Systems Inc.
Comments / questions: 

It was confirmed that the wording ‘specification’ could be kept because a TR is a specification.

The EVS SWG Chairman noted that the CR should be cat. B.
The S4 Secretary commented that title cannot be ‘CR to a specification’ and there should be a specific title to say what is changed. He clarified that cat. C is functional, if something is added, it should be cat. B. He commented that usually TRs are not modified but this CR is for Rel-16 so it should not be new. Mr. Milan Jelinek (VoiceAge) suggested changing the title to ‘Inclusion of characterization results of the Alternative Fixed-Point implementation of EVS’.
The EVS SWG Chairman concluded that for formal aspects the category and titles will be changed and he invited technical comments.

Mr. Tomas Toftgard (Ericsson) commented that in the second table, OOB is an implementation running without optimization. Mr. Markus Multrus (Fraunhofer) commented that if the alternative fixed-point is used, one has a much better starting result than before, then one can do further optimizations. Mr. Milan Jelinek (VoiceAge) had concerns with the last column. Mr. Tomas Toftgard (Ericsson) commented that the gain is smaller after doing optimizations on both fixed-point codes.
Mr. Stéphane Ragot (Orange) recommended removing the first line (which may be in other parts of the TR) and adding text explaining the reader should be careful with the interpretation of WMOPS data because figures compare apples and oranges in terms of WMOPS. The EVS SWG Chairman stated that the logic was as follows: if one uses different weights for the existing basops, the gain from line 1 to line 3 is partially is due to weights this is relevant, while line 3 gives the final complexity. Mr. Milan Jelinek (VoiceAge) agreed with this logic and preferred not to remove the first line; he added that it was not sure that the same databases were used as the database used previously for measuring the wMOPS of TS 26.442. He stated that the three lines are important following a previous request from Qualcomm.
Mr. Stéphane Ragot (Orange) asked why the worst-case figures were not provided.

The EVS SWG Chairman concluded that there were two requests: to add more text on explanation of tables and to add worst-case complexity figures. Mr. Milan Jelinek (VoiceAge) suggested working offline on the addition of clarifications about tables.
The SA4 Secretary commented that in 3GU this CR was requested for Rel-15, and the CR number should be 0008 not 0001, cat. D. will have to be changed. He emphasized that if something is wrong in 3GU the CR would be rejected. He also suggested changing styles (TH) for tables and adding a title; other styles were also to be fixed (e.g. bullets).
Conclusion:

S4-190101 was revised to S4-190234 (0008rev1).
Mr. Milan Jelinek presented S4-190234 CR 26.952-0008 rev1 Introduction of test results of alternative fixed-point implementation of EVS (Release 16), from Cadence Design Systems Inc.
Comments / questions: 

The EVS SWG Chairman there was also the comment to have worst-case WMOPS. 
Mr. Milan Jelinek (VoiceAge) suggested that if they are provided they can be added next time as a CR.

Conclusion:

S4-190234 was agreed.

Mr. Stéphane Ragot presented S4-190131 Verification report on Alt_FX_EVS, from Orange
Comments / questions: 

The EVS SWG Chairman invited to discuss conclusions.
Mr. Tomas Toftgard (Ericsson) asked to clarify code versions. Mr. Stéphane Ragot (Orange) referred to the text indicating that 26.442 v15.0.0 (f00) and Alt_FX_EVS v0.4.7 were used as other test lab reports in Busan. The SA4 Secretary noted that v15.0.0 was the situation before the end of last SA4 meeting and now there is v15.1.0. Mr. Stéphane Ragot (Orange) stated that this was correct, but the verification was done with the same setup as other test labs. Mr. Milan Jelinek (VoiceAge) suggested contacting Cadence if any update to the code is to be done.
The EVS SWG Chairman commented the one could assume that the next investigations will be on the new version.

Conclusion:

S4-190131 was noted.
Mr. Stefan Doehla presented S4-190148 ZIP of proposed Alternative Fixed-Point EVS source code v16.1.0, from Cadence Design Systems Inc., Fraunhofer IIS, Ericsson LM, VoiceAge Corporation
This is provided for information only and not in force, it will be in force after the next SA4 plenary is the related CR gets approved.

Comments / questions: 

None.
Conclusion:

S4-190148 was noted. This will go to A.I. 15.4.
7 EVS_FCNBE

Mr. Stefan Doehla presented S4-190114 MLD Tool, from Fraunhofer IIS
Comments / questions: 
The SA4 Secretary commented on the copyright in annex A that will be checked in ETSI. Mr. Stefan Doehla (Fraunhofer) stated that the input is available in 3GPP. The SA4 Secretary thanked the source for providing the tool. Mr. Stefan Doehla (Fraunhofer) clarified that it is provided for verification purpose, and it is technically identical to what was sent to parties for verification purposes.
Mr. David Singer (Apple) stated that at this meeting this is presented for information, and it was possible that the group might wish to adopt this tool. He asked if permissions would be needed to do that. The SA4 Secretary stated that one does not need the authorization, and Fraunhofer will have to remove the copyright, which will not appear and this procedure is automatic in all specifications. Mr. David Singer (Apple) asked if this includes source code. The SA4 Secretary clarified that source code is part of specification.
The SA4 Secretary asked whether 80.5 dB SPL was measured with P.56. Mr. Stefan Doehla (Fraunhofer) explained that it is all digital. Mr. Peter Isberg (Sony) stated that it may look complicated but it is very simple, there is a loudness tool, and to be sure how much acoustic level is assumed when putting in a digital signal, and because the loudness is nonlinear, one has to make sure, so one puts in a sine at 1 kHz and adjusts until the model says 1 sone for each channel, then one knows what input level is assumed. The SA4 Secretary asked how the sone is measured.
Mr. Peter Isberg (Sony) stated that the loudness tool provided the sone, there is a setup of input files and one just puts a scaling parameter to make sure that files are interpreted as loud as expected. The SA4 Secretary commented on the use of units and he stated that SA4 is are more used with dBPa which has a direct link to sound pressure level. Mr. Peter Isberg (Sony) stated that the community of speech coding is used 73 dB SPL presentation level, etc.  The SA4 Secretary stated that it is not common to use the word ‘sone’. Mr. Peter Isberg (Sony) stated that one could use ‘sones’ or ‘phones’ if loudness tools are used. The SA4 Secretary stated that one may change the terminology if the tool is transferred to a specification; he asked if PEAQ is referenced. Mr. Stefan Doehla (Fraunhofer) clarified that the section of ITU-R spec was referenced and this tool is a minimum subset from the PEAQ. The SA4 Secretary commented that SA4 used PEAQ for e-AAC+.
Conclusion:

S4-190114 was noted.
Mr. Fabrice Plante presented S4-190118 EVS_FCNBE Time plan, from Intel (Rapporteur)
Comments / questions: 

None.
Conclusion:

S4-190118 was agreed. This Tdoc will go to A.I. 15.11.
Mr. Fabrice Plante presented S4-190119 Some results on Decoder test, from Intel, Fraunhofer IIS 
Comments / questions: 
Mr. David Singer (Apple) commented the figure of 23 cases that should fail, and he asked if they sound wrong and perceptually wrong. Mr. Fabrice Plante (Intel) pointed to the list in the contribution and he stated that he was trying to verify if the conformance is right, and it is important to check if things fail or pass as expected.
Mr. Stefan Doehla (Fraunhofer) stated that the conformance shows differences, and it is up to further analysis whether it is distorted.

Mr. David Singer (Apple) stated that the work is trying to design a test, and one needs to dig in to check that the conformance discriminates correctly and it is not known if they should fail or not. The EVS SWG Chairman stated that it is a key point to know if they should pass or not.
Mr. Fabrice Plante (Intel) stated that there are two have marginal fails then 15 implementations with a cluster of 8 using ofast. Mr. David Singer (Apple) stated that ofast is expected to fail. Mr. Fabrice Plante (Intel) stated that people may want to test more compiler options, then one could decide the best reference implementation.
Mr. David Singer (Apple) suggested making a table with expected result and actual result.
The EVS SWG Chairman asked what was the plan for the next meeting. Mr. Fabrice Plante (Intel) stated that the sources will continue to test, and he invited other companies to think of their implementations and have results. He committed to bring more results.
Conclusion:

S4-190119 was noted.
138 New Work / New Work Items and Study Items
No Tdoc in this A.I.
139 Any Other business
None.
140 Close of the session: January 31, 13:12 (local time)
The EVS SWG Chairman closed the meeting. 
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