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1 Introduction
During SA4#102, use cases in the context of XR-VR were collected and updated in the permanent document. This document collects all use cases and the decisions during SA4#102 in order to select which use cases are moved to the Technical Report and which ones stay in the permanent document. 
The document provides change marks to what was documented in S4-190225. 
It is proposed to apply the following procedure:

· There is consensus that the use case is understood, relevant and in scope of the Feasibility Study

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to available to make this work

· QoS Considerations: What network functionalities are needed, bitrate, latency, etc.?

· QoE Considerations: What is the user expecting to be satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

· 
· 
For use cases that are moved to the Technical Report, in the course of the work item, is expected that the following aspects are addressed:

1)  The use case is mapped to one or multiple architectures. The architectures are under development (see permanent document clause 5.9), but basically we have Conversational, Interactive, Streaming, Download, and split rendering/compute architectures.
2) For each use case the functions and interfaces are defined and the requirements are developed to address the use case.

3) Specific requirements include

a. Network and QoS requirements

b. Media Processing requirements

c. More detailed QoE requirements

Use Cases not yet moved to the Technical Report remain (or are added if not yet there) in the permanent document and will be reviewed in the upcoming meetings, if new input is received.

2 
3 Proposed Telco Dates

In order to progress the work and move documents to use cases, the following telco dates are considered:

· February 28, 2019, 4pm - 6pm cet
· Not addressing use cases: 1, 2, 6, 7, 10, 17, 18, 20, 21
· March 5, 2019, 6am - 8am cet
· Not addressing use cases: 3, 4, 5, 11, 12, 13, 22, 23
· March 14, 2019, 4pm - 6pm cet
· Not addressing use cases: 8, 9, 14, 15, 16, 19
· 
· 
· 
4 Overview of Use Cases
	No
	Use Case
	Type
	Delivery
	Device
	Feasibility

	1
	3D Image Messaging
	AR
	Download
	Phone
	In TR

	2
	AR Sharing
	AR, MR
	Download
	Phone
	in TR

	3
	Streaming of Immersive 6DoF
	VR
	Streaming
Interactive
Split
	HMD and controller
	

	4
	Immersive 6DoF Streaming with Social Interaction
	VR and Social VR
	Streaming
Interactive
Conversational
Split
	HMD and controller
	

	5
	Emotional Streaming
	2D and VR
	Streaming
Interactive
	Phone and HMD
	

	6
	AR face-to-face calls
	AR
	Conversational
	Phone
	

	7
	Video conferencing with AR calls
	AR, VR, XR, MR
	Interactive
Conversational
	Phone, HMD, Glasses, headphones
	

	8
	XR Meeting
	AR, VR, XR, MR
	Interactive
Conversational
	Phone, HMD, Glasses, headphones
	

	9
	Convention / Poster Session
	AR, VR, XR, MR
	Interactive
Conversational
	Phone, HMD, AR Glasses, VR controller/pointing device, headphones
	

	10
	Real-time 3D Communication
	AR
	Conversational
	Phone
	

	11
	AR guided assistant at remote location (industrial services)
	2D video with dynamic AR rendering of graphics
	Local, Streaming, Interactive, Conversational
	5G AR Glasses, 5G touchscreen computer or tablet
	

	12
	VR based interactive service
	VR
	Local, Interactive
	HMD
	

	13
	Cloud rendering for games
	VR
	Local, Split
	HMD
	

	14
	AR animated avatar calls
	AR
	Conversational
	Phone, HMD, Glasses, headphones
	

	15
	AR avatar multi-party calls
	AR
	Conversational
	AR glasses, headphones
	

	16
	Front-facing camera video multi-party calls
	AR
	Conversational
	Smartphone with front-facing camera, headset
	

	17
	Online shopping from a catalogue - downlo
	AR
	Download

	AR Glasses, Rendering system, Tablet (or smartphone), Capture device
	

	18
	Real-time communication with the shop assistant
	AR
	Interactive, Conversational

	AR Glasses, Rendering system, Tablet (or smartphone), Capture device
	

	19
	6DOF VR conferencing
	VR, XR
	Interactive, Conversational
	VR gear with binaural playback and HMD video playback, Call server
	

	20
	360-degree conference meeting
	AR, MR, VR
	Real-time two-way end-to-end, edge processing, cloud processing
	Mobile / Laptop
	

	21
	3D shared experience
	AR, MR, VR
	Real-time two-way end-to-end, edge processing, cloud processing
	Mobile / Laptop
	

	22
	Untethered Immersive Online Gaming
	VR
	Streaming, Interactive, Split
	HMD with a Gaming controller
	

	23
	Video Game Live Streaming
	VR
	Streaming, Split
	2D screen or HMD with a controller
	


5 Proposal

6 The following is proposed
· To agree on the procedure documented in clause 1

· To add the information to clause 6.1 of the PD

· To add the overview table of clause 3 to the PD

· To agree on the telco dates and the excluded use cases

· To update the time plan based on this agreement
· To update the PD adding the use cases as documented below in below Annex
Annex Currently documented use cases
7 Use Cases under Consideration

6.1
Introduction

This clause collects use cases that are under consideration and development. It is encouraged to update the use cases, add information and clarifications, add feasibility aspects and harmonize them. Agreed use cases will be added to TR26.928.

Please check the minutes of the Video SWG during SA4#101 (S4-181400) for comments and proposed updates.
A.2
3D Image Messaging

	Use Case Description: 3D Image Messaging

	Alice uses her phone that is equipped with a depth camera to capture an image of a statue in 3D. The phone captures a set of images and builds a 3D model of the object. After a few seconds the 3D image is ready to share and Alice sends the image to Bob as an MMS message.

	Categorization

	Type: AR

Degrees of Freedom: 3DoF+ or 6DoF

Delivery: Messaging

Device: Phone

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as depth camera or a stereo camera on the back of the phone

	Requirements and QoS/QoE Considerations

	· QoS: File of a few MB distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Feasibility

	New smartphone releases, such as the Samsung A7, are equipped with a Time of Flight (ToF) depth camera that can be used to build accurate 3D models of objects of interest. Compared to structured light cameras, ToF do not require a large baseline to achieve good depth accuracy.

Applications such as the Facebook 3D Photo are using the stereo camera on the back of some iPhone models to generate a 3D model using a set of pictures taken consecutively. To compensate for the small baseline, complex processing (e.g. deep model to reconstruct the depth map) may be required.

The 3D image can be stored as a point cloud, a mesh, or a layered image. The content maybe compressed to reduce the message size. The content is identified through its mime type and can be embedded with other content such as text.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D images, e.g. meshes, point clouds, and/or depth-layered images 

· Extensions to MMS to support 3D images


A.3
AR Sharing

	Use Case Description

	Alice is shopping for a new couch at the furniture store close to her. Alice finds a couch that she likes and wants to check Bob’s opinion who sits back home. Alice scans a QR code with her phone to download a 3D model of the couch and sends it to Bob via MMS. Bob places the virtual model of the couch on a plane surface in the living room. Bob likes how the couch fits in their living room and captures a 3D picture of the room with the couch and shares it with Alice.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Local, Messaging

Device: Phone

	Requirements and QoS/QoE Considerations

	· QoS: File of a few MB distributed over MMS

· QoE: Quality of the 3D object representation, level of details

	Preconditions

	· Bob’s smartphone has support for AR technology

	Feasibility

	We will increasingly see modeling of sale items in 3D. This will facilitate purchase decisions for millions of customers. Texture of the 3D models may vary to reflect available choices for the item. 

A user can use ARCore [4] or ARKit [5] to detect flat surfaces and place the 3D model on it. The AR scene can be captured with the real scene in the background and the 3D object in the foreground. 

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects is needed

· Standardized format for mixed reality 3D scenes is needed

· Extensions to MMS to support sharing of 3D objects and scenes


6.2
Streaming of Immersive 6DoF

	Use Case Description: Streaming of Immersive 6DoF (from S4-181275)

	Alice consumes a recorded highlights of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The HMD is connected to 5G network, but has no other tethered connection. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on a server, preferably on a CDN.

	Requirements and QoS/QoE Considerations

	· Required QoS: Bitrates and Latencies that are sufficient to render the viewport within the immersive limits. If full 6DoF is enabled, up to 100 Mbit/s may be necessary. However, with viewport adaptive streaming, the requirements on bitrates may be lower, but the latency requirements may increase. A more detailed study is necessary.
· Required QoE: 

· Fast startup of the service, 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Content generated in 6DoF

· 6DoF content is generated by companies such as NextVR: https://www.digitaltrends.com/home-theater/nextvr-nba-league-pass-writing-future-of-vr/
· This includes 6DoF captured audio and video
Selected Devices/XR Platforms supporting this:

· Vive Cosmos

· https://uploadvr.com/vive-cosmos-everything-we-know/
· Qualcomm reference design:

· https://www.vrandfun.com/the-qualcomm-snapdragon-855-will-be-able-to-deliver-up-to-8k-360-video-playback/
· https://www.roadtovr.com/qualcomm-reference-headset-2x-pixels-vive-pro-ces-2018/

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirements


6.3
Immersive 6DoF Streaming with Social Interaction

	Use Case Description: Immersive 6DoF Streaming with Social Interaction (from S4-181275)

	In an extension to the above use case, Alice is now integrated into social interaction:

· She virtually watching the game with other friends who are geographically distributed and whose avatars are sitting in the stadium next to her. She has voice conversations with those friends while watching the game.

· While she moves through the stadium to another location, she make friends with other folks watching the same game in the virtual environment.

· She gets overlaid contextually relevant twitter feeds

	Categorization

	Type: VR and Social VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Split, Conversational, Interactive

Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· Media is captured properly and accessible on cloud storage through HTTP access

· One or multiple communication channels across users can be setup

	Requirements and QoS/QoE Considerations

	· Same as previous use case. In addition, the following applies

· Required QoS: 

· Sufficient low latency for the communication channel
· Required QoE: 

· Sufficiently low communication latency

· Synchronization of user communication with action

· Synchronized and context-aware twitter feeds

	Feasibility

	See previous use case. 

The addition of social aspects can be addressed by apps.
Optimizations can be done by integrating social A/V with main content (rendering, blending, overlay).

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Synchronized Playout of users in the same room


6.4
Emotional Streaming

	Use Case Description: Emotional Streaming  (from S4-181275)

	Bob is watching a horror movie using an HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.

	Categorization

	Type: 2D interactive, VR and AR

Degrees of Freedom: 2D, 3DoF+, 6DoF
Delivery: Streaming, Interactive, Split
Device: Phone and HMD

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI to extract personalized reactions

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits or at least to react to the emotions
· QoE: 

· fast reaction to body emotion feedback, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.
· Streaming with seamless transitions from one scene to either of two choices

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/
Interactive and branching content

· Netflix's Bandersnatch provides an example for content interactive streaming.

· Also games may be use similar decision making trees

Device Features

· Facial expression tracking with AI is available on mobile devices

· Eye Tracking combined with AI is available on mobile devices

· IoT/Wearable devices provide the ability to measure heart beat and other stress detecting factors (skin changes, etc.) and may be connected with app

Emotion Tracking Technologies are summarized:

· https://blog.therachat.io/emotion-tracking/
· https://www.aplanforliving.com/6-wearables-to-track-your-emotions/
· https://www.inc.com/magazine/201607/tom-foster/lightwave-monitor-customer-emotions.html

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Seamless splicing and smooth transitions across storylines
· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering, sensor and emotion tracking APIs

· Annotation Metadata


6.5
AR face-to-face calls

	Use Case Description: AR face-to-face calls (from S4-181279)

	Anne is video chatting with her friend Bob using the front camera of the smartphones. In order to let Bob see some special effects on her face, Anne turns on the AR function. Bob sees Anne's face turned into a cute bunny on his own device, and the facial features were exactly the same as real Anne. After a while, the conversation gets more heated and Bob changes the facial expression from a bunny to a dragon without involvement of Anne. Bob has a selection of local special effects that he can choose from.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Conversational
Device: Phone

	Preconditions

	· Anne’s phone is equipped with 3D capturing capabilities, such as front depth camera.

· Anne’s phone or the media server (such as MRFP) supports face identification, 3D modeling, and facial reenactment in real-time.
· Bob's phone can receive a properly represented 3D object in real-time and apply the facial expressions during the rendering.

	Requirements and QoS/QoE Considerations

	· QoS: 
· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Realistic quality of facial expressions

	Feasibility

	New smartphone releases, such as the Huawei Mate20, are equipped with a depth camera that can be used to build accurate 3D models of objects of interest.

3D modeling and facial reenactment can be done autonomously on the sending end relying on the capturing device, or it can employ more powerful network computing capabilities to achieve complex effects, as long as the additional delay is low enough to meet the conversational service requirements.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video


6.6
Video conferencing with AR calls

	Use Case Description: Video conferencing with AR calls (from S4-181279)

	Anne is holding a video conference call with colleagues who are miles away. These colleagues are in a conference room with human body 3D model capture and collection devices. The 3D image of each participant is separated from the background by the camera in real time and compressed and transmitted in the form of a point cloud. Multiple microphones mounted on the camera simultaneously capture 3D audio of the space.

Anne is wearing a pair of professional AR glasses and headphones at home to participate in the conference. Each colleague's immersive image and the emitted sound containing the orientation are reproduced by the AR device in the room where Anne is located, and the location of each participant in the current room is determined in conjunction with the original location.

At the same time, a camera with a microphone is aimed at Anne, and the information collected in real time is transmitted to the company meeting room. Colleagues see images of Anne through a traditional TV or tablet.

	Categorization

	Type: AR, MR

Degrees of Freedom: 6DoF

Delivery: Conversational
Device: Phone, AR Glass, VR HMD (some participant may using VR HMD)

	Preconditions

	· Phone is equipped with 3D capture capabilities, such as front depth camera

· Media Server(such as MRFP) supporting portrait/face identification, 3D modeling spatial positioning(such as SLAM), rendering in real-time

	Requirements and QoS/QoE Considerations

	· QoS: Video conferencing with point cloud

· QoE: Quality of the 3D object representation, level of details

	Feasibility

	For a better experience, such as the exchange of eye contacts and expressions between participants, it is necessary to support AR/VR HMD removal and real-time facial reconstruction.

Finer rendering and real-time processing require a lot of computing power, from the aspects of computing power, power consumption, heat generation, etc., more suitable for execution on the media server, not at the UE side.

To achieve physically-based rendering (PBR), additional characteristics of the 3D object’s texture are stored. These may include properties such as specular, diffuse, transparency, reflectivity, etc.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Standardized format for 3D objects

· Standardized format for mixed reality 3D scenes

· Extensions to MMS to support sharing of 3D objects and scenes

· Standardized formats for 3D video based on meshes, point clouds, and/or depth-layered video

· Extensions to MTSI and Telepresence for support of 3D video based on meshes, point clouds, and/or depth-layered video


6.7
XR Meeting

	Use Case Name (from S4-190217)

	XR Meeting

	Description

	This use case is a mix of a physical and a virtual meeting. It is an XR extension of the virtual meeting place use case described in 3GPP TR 26.918. The use case is exemplified as follows:

Company X organizes a workshop with discussions in a couple of smaller subgroups in a conference room. Each subgroup gathers around dedicated spots or tables and discusses a certain topic and participants are free to move to the subgroup of their interest. Remote participation is enabled. 

The main idea for the remote participants is to create a virtual world where they can meet and interact through their avatars with the other people. Remote participants are equipped with HMD and headphones. A remote participant would be able to move freely in the virtual conference room and interact with the different subgroups of people depending for example on the discussion they are having. In this scenario, the remote user would be able to speak to other users in his/her immediate proximity and obtain a spatial rendering of what the other users in his/her immediate proximity are saying and would hear them from the same relative positions they have to him/her in the virtual world.

The physical participants see and hear avatars representing the remote participants through their AR Glasses and headphones. They interact with the avatars in the discussions as if these were physically present participants. For them the interactions with other physical and virtual participants happen in a mixed reality. In addition, at each subgroup meeting spot a video screen displays the avatars of the remote participants taking part in the subgroup discussion. Also displayed is the complete meeting space with all participants (or their avatars) in a top view. 

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots (tables) for subgroup discussions. Each of these spots is equipped with at least one video screen. At each of the spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participants: 

· UE with render capability through connected HMD and headphones

· Mono audio capture 

· Position tracking

Physical participants: 

· UE with render capability through connected (open) headphones and preferably, but not necessarily, AR Glasses 

· Mono audio capture of each individual participant e.g. using attached mic or detached mic with suitable directivity 

· Position tracking

Meeting facilities: 

· 360-degree video capture at dedicated subgroup spots

· Video screens (connected to driving UE/PC-client) at dedicated subgroup meeting spots visualizing remote participants and/or positions of participants in shared meeting space

Conference call server: 

· Maintenance of participant position data in shared meeting space

(Potentially) synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views. 

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at subgroup meeting spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various used media types.
System:

Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.

QoS: 

· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.

· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single subgroup meeting spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.  

	Feasibility

	Subject to an immersive voice and audio codec meeting the audio requirements of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case merely provided through the audio media component.

	Potential Standardization Status and Needs

	Requires standardization of an immersive voice and audio codec that supports 6DOF. The presently ongoing IVAS codec work item may provide an immersive voice and audio codec that meets the described requirements.  

Also required are suitable session protocols coordinating the distribution and proper rendering of the media flows. 


6.8
Convention / Poster Session
	Use Case Name (from S4-190217)

	Convention / Poster Session

	Description

	This use case is exemplified with a conference with poster session that offers virtual participation from a remote location. 

It is assumed that the poster session may be real, however, in order to contribute to meeting climate goals, the conference organizers are offering a green participation option. This is, a virtual attendance option is offered to participants and presenters, as an ecological alternative avoiding travelling. 

Remote participants are equipped with HMD and headphones. They are virtually present and can walk from poster to poster. They can listen to ongoing poster presentations and move closer to a presentation if they think the topic or the ongoing discussion is interesting. The virtual participants are represented at the real event through their avatars, which the real participants and presenters see and hear through their AR glasses and headphones. The real and virtual participants and the presenter interact in discussions as if everybody was physically present. The remote participants have also the possibility to use their VR controller as a pointing device to highlight certain parts of the poster, for instance when they have a specific question.

Virtual presenters are equipped with HMD and headphones. They see their own poster, use their VR controller as a pointing device to highlight a part of the poster that they want to explain. They also see their audience, which may be a mix of real persons that are physically present at the meeting, and avatars of remote participants. It may also be that they see some colleagues passing by and, to attract them to the poster, they may take some steps towards the colleague and call out to her/him. The audience attends the virtual poster session in some dedicated physical spots of the conference area. The participants see and hear the virtual presenter through their AR glasses/headphones. They also see and hear the other audience that may be physically present or just represented though avatars.    

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: OD 6DoF, 6DoF

Delivery: Interactive, Conversational

Device: Phone, HMD, AR Glasses, VR controller/pointing device, headphones

	Preconditions

	On general level the assumption is all physical attendees (inside the meeting facilities) wear individual headphones and preferably AR glasses. Remote participants are equipped with HMD and headphones. The meeting facility is a large conference room with a number of spatially separated spots for the different poster presentations. Each of these spots is equipped with a video screen for the poster and at least one other video screen. At each of the poster spots a 360-degree camera system is installed.
Specific minimum preconditions

Remote participant: 

· UE with connected VR controller. 

· For render the UE has connected HMD and headphones.

· Mono audio capture 

· Position tracking

Remote presenter: 

· UE with connected VR controller. 

· For render the UE has connected HMD and headphones. 

· UE has document sharing enabled for sharing of the poster.

· Mono audio capture. 

· Position tracking.

Physical auditors/presenters: 

· UE with connected Glasses and open headphones. 

· UE has a connected pointing device. 

· UE of presenter has document sharing enabled for display of the poster on video screen and for sharing it with remote participants.

Conference facilities: 

· 360-degree video capture at dedicated spots, typically at the posters.

· Video screens at dedicated spots (next to the posters), visualizing remote participants and/or positions of participants in shared meeting space.

· Video screens for display of the posters.  

· Video screens are connected to driving UE/PC-client.

Conference call server: 

Maintenance of participant position data in shared meeting space

	Requirements and QoS/QoE Considerations

	To support the described scenario, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of positional information of a receive endpoint, including cartesian coordinates, rotational coordinates.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position, orientation, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video/Graphics:

· 360-degree video capture at poster spots.

· Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.
· Render on AR glasses
· Overlay/merge and render with 360-degree video on HMDs.  
· Synthesis of graphics visualizing positions of participants in shared meeting space in top view and possibly additional views.

Document sharing:

· Support of sharing of the poster from UE/PC-client as bitmap/vector graphics or as non-conversational (screenshare) video.

Support of sharing of pointing device data and VR controller data, potentially as real-time text. 

Media synchronization and presentation format control:

· Required for controlling the flow and proper render of the various media types.

System:

Maintenance of a shared virtual meeting space that intersects consistently with the physical meeting space: 

· Real and virtual participant positions are merged into a combined shared virtual meeting space that is consistent with the positions of the real participant positions in the physical meeting space and mapped into the virtual meeting space using the absolute & relative physical/real position data.

QoS: 

· Audio: ~ 13.2 - 48 kbps (including positional metadata) for each audio element (corresponding to participant). Quality scales with bit rate. Must meet conversational latency requirements.

· 360-degree video: Specified in 26.118. Must meet conversational latency requirements. It is assumed that remote participants will at each time receive only the 360-degree video stream of a single poster spot (typically the closest).

· Graphics for representing participants in shared meeting space may rely on a vector-graphics media format, see e.g. 26.140. The associated bit rates are low. Graphics synthesis may also be done locally in render devices, based on positional information of participants in shared meeting space.

· Document sharing: QoS attributes are [tbd].

· Pointing device/VR controller data: QoS attributes are [tbd].

· Media synchronization and presentation format: QoS attributes are [tbd].

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

The described scenario provides the remote users with a 6DOF VR conferencing experience and the feeling of being physically present in the physical meeting space. This experience is further augmented through the virtual sharing of the posters and the enabled interactions using the pointing devices. Thus, the remote participants and the real poster session / conference audience are able to hear the remote attendee’s verbalized questions & presenter’s answers, with reference to their physical and virtual positions, so that their audio matches with their visual / virtual experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position but also their orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper rotational orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

The real meeting users experience the remote participants audio-visually at virtual positions as if these were physically present and as if they could come closer or move around like real persons. The AR glasses display the avatars of the remote participants at positions and in orientation matching the auditory perception. Physical participants without AR glasses receive a visual impression of where the remote participants are located in relation to the own position through the video screens at the subgroup meeting spots.


	Feasibility

	Subject to an immersive voice and audio codec meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

While AR glasses are very desirable for high QoE, the use case is fully feasible without glasses. Immersion is in that case provided merely through the audio media component.

Poster sharing and sharing of pointing device data is widely established technology. 


6.9
Real-time 3D Communication

	Use Case Description: Real-time 3D Communication (from S4-181465)

	Alice uses her mobile phone to start a video call with Bob. After the call starts, Alice sees a button on her screen that reads “3D”. Alice clicks on the button to turn on the 3D mode on the video call app. Bob is able to see Alice’s head in 3D and he uses his thumb to rotate the view and look around Alice’s head.

	Categorization

	Type: 3D Real-time communication, AR

Degrees of Freedom: 3DoF+

Delivery: Conversational
Device: Phone

	Preconditions

	· Alice's phone is equipped with 3D capture capabilities, such as front depth camera

· Bob's phone can receive a proper 3D object in real-time and apply the facial expressions during the rendering

	Requirements and QoS/QoE Considerations

	· QoS: 

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· QoE: 
· Quality of the 3D object representation, level of details
· Quality of facial expressions

	The following requirements are considered:

· High quality very low delay 3D reconstruction of Head/Face, e.g. resolution of the 3D head representation measured in number of faces/vertices

	Feasibility

	Advances in image and video processing together with the proliferation of front-facing depth sensors are going to enable real-time reconstruction of the call participants. To run in real-time, extensive hardware capabilities are required, such as multi-GPU or TPU processing. These operations may be performed in the network, e.g. by a media gateway or a dedicated processing engine. 

The representation of the call participant’s head can be done in Point Cloud format to avoid the expensive Mesh reconstruction operation. 

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Extension of the MTSI service to support dynamic 3D objects and their formats


6.10
AR guided assistant at remote location (industrial services)

	Use Case Name (from S4-181473)

	AR guided assistant at remote location (industrial services)

	Description

	· Pedro is sent to fix a machine in a remote location. 

· Fixing the machine requires support from a remote expert. 

· Pedro puts his AR 5G glasses on and turns them on. He connects to the remote expert, who uses a tablet or a touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that is connected and coordinated with his glasses.

· The connection supports conversational audio and Pedro and the expert start a conversation.

· Pedro’s AR 5G glasses support accurate positioning and Pedro’s position is shared live with the expert such that he can direct Pedro in the location.

· The AR 5G glasses are equipped with a camera that also has depth capturing capability.

· Pedro activates the camera such that the expert can see what Pedro is viewing. 

· The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video content, by activation of appropriate automatic object detection from his application, and via drawing of instructions as text and/or graphics and via overlaying additional video instructions. In the case that the expert uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place the overlay text or graphics.

· The overlaid text and/or graphics are sent to Pedro’s glasses and they are rendered to Pedro such that he receives the visual guidance from the expert on where to find the machine and how to fix it.

· Note: the video uplink from Pedro’s glasses might be “jumpy” as Pedro moves his head. A second camera and corresponding video uplink to show an overview video of Pedro and the machinery or alternatively a detailed video of the machinery functioning, is a help to the expert when performing this type of service.

	Categorization

	Type: AR

Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

	Preconditions

	Pedro has AR Glasses with the following features

· 5G connectivity

· Support for conversational audio

· Positioning (possibly even indoor)

· Camera with depth capturing

· Rendering of overlay graphics

· Rendering of overlay video

The remote expert has a tablet or touch-screen device (with peripheries) with the following features

· Securily connected to Pedro

· Headphones

· Gesture acquisition

· Composition tools to support Pedro

· Access to a second stationary camera that is provides synchronized video to Pedro's uplink traffic


	Requirements and QoS/QoE Considerations

	QoS:

· conversational QoS requirements 
· sufficient bandwidth to delivery compressed 3D objects, e.g. point cloud compression
· Accurate user location (indoor/outdoor) (to find machine or user location) 
QoE: 
· For Pedro:

· Fast and accurate rendering of overlay graphics and video

· Synchronized rendering of audio and video/graphics

· For remote expert: 

· High-quality depth video captured from Pedro's device

· Synchronized and good video signal from second camera

· Synchronized voice communication from Pedro

· Accurare positioning information


	Feasibility

	· Vuzix Blade AR glasses with WiFi connectivity to a smartphone with 4G connectivity

· Specific applications

	Potential Standardization Status and Needs

	· 5G connectivity: ongoing 3GPP standardization

· 5G positioning: ongoing 3GPP standardization – API required for sharing with low latency

· MTSI regular audio between Pedro and expert

· MTSI 2D video call from Pedro to expert, potentially a second video source as help for the expert.

· Pedro received video + graphics (manuals, catalogs, manual indications from the expert, object detection) + overlaid video rendering either in the network or locally
· Synchronization of different capturing devices

· Coded Representations of 3D depth signals and delivery in MTSI context


6.11
Police Critical Mission with AR

	Use Case Name (from S4-181389)

	use case proposal: Police Critical Mission with AR

	Description

	· A squad team of police officers (Hugo, Paco and Luis) are sent to a dangerous location to perform a task, for instance, a rescue mission
· Each team member is equipped with a helmet with:

· AR displays (or AR Glasses), 

· stereo headphones with embedded microphones for capturing the surrounding sound and a microphone for conversational purposes (see audio sub- use case below)

· VR360 camera, e.g. double fish eye or a more advance camera array in such way that are located in surface of the helmet (for safety reasons)

· 5G connectivity and very accurate 5G location

· Each team member can talk each other via PTT or duplex communication

· Each team capture and deliver VR video with extremely low latency to central police.

· A lower quality may be sent to lower the latency requirement

· A high quality is stream up for recording purposes

· Surround sound maybe capture as well.

· The squad team can be backed up by one or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics.

· Squad team members can augment their surroundings with drone data.

· Squad team members can extend their physical presence by taking over control of one or more drones.

· Police central operations can extend their physical presence by taking over control of one or more drones.

· At the police central facilities, they can see each VR360 camera and have communication to all members of the team

· Each squad team may have a counterpart (person) who is monitoring VR360 camera using HMD so can assist for dangerous situation outside of its field of view. This may be an automated process too that signal Graphics information of an incoming danger.

· The central facilities may share additional information to every team member such maps, routes, location of possible danger and additional information via text or simple graphics

· Each team member shared their accurate positioning to each team and can be displayed/indicated in the AR display (e.g. showing that someone is behind a wall)

· Each camera VR capture is analyzed in real time to identify moving objects and shared to others team members (as point above)

Audio
· Each team communicates via microphone, and automatic Speech to text can be generated so it is rendered in AR display in case of noisy conditions

· Stereo communication is needed to enhance the intelligibility 

· Since each team is wearing stereo headset

· Microphones are place near speakers to capture the surround noise and it is feedback (with no latency) to each earpiece.

· The receiving audio of each team member is 3D spatially placed (e.g. in front or in the direction where the other team members are located) so the user does not get distracted from the surround sound environment. (this audio is mixed with the microphone feedback)

	Categorization

	Type: AR, VR

Degrees of Freedom: 3DoF to 6DoF

Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses/Helmet, VR camera/microphone, Audio stereo headset, 5G accurate positioning

	Preconditions

	· AR 5G Glasses/Helmet

· VR camera and microphone capture 

· 5G connectivity and positioning

· Real time communication

· One or more drones relaying 360 VR video, hyper-sensorial data, and enabling XR haptics

	Requirements and QoS/QoE Considerations

	· Accurate user location (indoor/outdoor) 

· Low latency

· High bandwidth



	Feasibility

	· TBA

	Potential Standardization Status and Needs

	· 5G connectivity with dedicated slices for high resilience on critical communications

· 5G positioning

· MTSI/MCPTT SWB/FB voice communication

· MTSI/FLUS uplink 3D audio 

· MTSI/FLUS uplink VR

· Downlink AR video with overlaid graphics with local/cloud computation and rendering
· Downlink AR audio with mixed-in 3D audio objects with local/cloud computation and rendering


6.12
VR based interactive service

	Use Case Name (from S1-183699 and S4-181482)

	1. VR based interactive service

	Description

	it’s proposed to support high quality interactive service, e.g. interactive gaming, based on VR devices between UEs who might be in proximity with each other or in non-proximity with each other, the number of user would be 2 to [10], while the VR device could support [8K] resolution and 120fps content.  
NOTE: It was agreed to integrate the key issues from this use case into other use cases, especially the one in 6.22 and 6.23. This will only be addressed once confirmed with SA1.

	Categorization

	Type: VR
Degrees of Freedom: 3DoF at least
Delivery: Local, Interactive

Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support direct communication between a group of UEs to support high data rate and low latency.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support VR based devices with [8K] resolution and 120fps content;
2. Support 2 to [10] users



	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For the interactive service, a group of VR based device locally can be connected together via wired cable, and some high quality VR gaming can be achieved.



	Potential Standardization Status and Needs

	<identifies potential standardization needs>
VR based NCIS service: Supporting high quality data transmission via direct link between a group of UEs who are in proximity and share the same NCIS session


6.13
Cloud rendering for games

	Use Case Name (from S1-183699 and S4-181482)

	Cloud rendering for games

	Description

	it’s proposed to support cloud rendering for VR gaming. And the requirements would be supporting frame rate not lower than 60 FPS and resolution not lower than 8K, less than 5 ms two-way end-to-end latency (UL+DL), and packet loss rate less than [10E-4].
NOTE: It was agreed to integrate the key issues from this use case into other use cases, especially the one in 6.22 and 6.23. This will only be addressed once confirmed with SA1.

	Categorization

	Type: AR, VR, XR, MR

Degrees of Freedom: 3DoF at least
Delivery: Local, Split 
Device: Phone, HMD, Glasses, others

	Preconditions

	<provides conditions that are necessary to run the use case, for example support for functionalities on the end device or network>
it would be good to support edge computing like function in the network for rendering of VR gaming especially for the case when FPS is high.

	Requirements and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>
As mentioned above, the requirements would be:

1. Support frame rate not lower than 60 FPS and resolution not lower than 8K 

2. Support less than5 ms two-way end-to-end latency (UL+DL)
3. Support packet loss rate less than [10E-4]

	Feasibility

	<provides a summary on how such a use case can be implemented today, including references>
For rendering of games, rendering can be performed by gaming device and wired cable can be used.   The gaming device require high processing capability for rendering.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
Cloud rendering for games: Support high bandwidth and low latency transmission between UE and cloud side via either direct link/PC5 or Uu link.


6.14
AR animated avatar calls

	Use Case Name (from S4-190115)

	AR animated avatar call

	Description

	Tina is wearing AR glasses while walking around in the city. She receives an incoming call by Alice, who is using her phone, and who is displayed as an overlay (“head-up display”) on Tina’s AR glasses. Alice doesn’t have a camera facing at her, therefore a recorded 3D image of her is sent to Tina as the call is initiated. If she wouldn’t have had such a personal image, an avatar would have been sent to Tina. The avatar or 3D image Alice sent can be animated, following Alice’s actions, but as she doesn’t have a camera and only uses her smartphone in handset mode. Note that Alice didn’t press the ‘mute animations’ button that would have disabled all animations for Tina. Instead, as Alice holds the phone in her hand and as she moves her head, basic head rotation data, extracted from the phone’s built-in motion sensing, is sent to Tina, giving Tina the impression that Alice is attentative.

As Tina’s AR glasses also include a pair of headphones, Alice’ mono audio is rendered binaurally at the position where she is displayed on Tina’s AR glasses. Tina also has interactivity settings, allowing to lock Alice’s position on her AR screen. Therefore, her visual and auditory appearance moves when Tina rotates her head. As Tina disables the position lock, the visual and auditory appearance of Alice is placed within Tina’s real world and thus Tina’s head rotation leads to compensation on the screen and audio appearance, requiring visual and binaural audio rendering tacking the head tracker data of the AR glasses into account.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: Phone, HMD, Glasses, headphones

	Preconditions

	AR participants: Phone with tethered AR glasses and headphones (with acoustic transparency).

Legacy participants: Phone with motion sensor.  

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects (avatars) into real scenes and rendering an audio overlaid to the real acoustic environment. 

	Feasibility

	AR glasses in various form factors exist, including inside-out tracking. At the present time though they are too bulky.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars or cut-out heads, alpha channel coding

Audio coding and transmission for streams from all participants


6.15
AR avatar multi-party calls

	Use Case Name  (from S4-190115)

	AR avatar multi-party call

	Description

	Bob, Jeff, and Frank are in Venice and walking around the old city sightseeing. They are all wearing AR glasses with a mobile connection via their smartphone. The AR glasses support audio binauralization, e.g. via built-in headphones, allowing the real world to be augmented with visuals and audio.

They start a multi-party call, where each of them gets the other two friends displayed on his AR glasses and can hear the audio. While they walk around in the silent streets, they have a continuous voice call with the avatars displayed on their AR glasses, while also other information is displayed to direct them to the secret places of Venice. Each of them is placed on the AR glasses visually and acoustically (i.e. binaurally rendererd) in the direction where the friend is, thus they all at least know the direction of the others. While seeing some gondoliers on the channels they tell their friends how much they like the city.
As Jeff wants to buy some ice cream, he switches to push-to-talk to not annoy his friends with all the interactions he has with the ice cream shop.

As Bob gets closer to Piazza San Marco the environment gets noisier with sitting and flying pigeons surrounding him. Bob turns on the “hear what I hear” feature to give them an impression on the fascinating environment, sending 3D audio of the scene to Frank and Jeff. As they got interested, they also want to experience the pigeons around them and walk through the city to the square. Each of the friends is still placed on the AR glasses visually and acoustically in the direction where the friend is, which makes it easy for them to find Piazza San Marco and for Frank to just walk across the square to Bob as he approaches him. Jeff, who still eats his ice cream is now also coming closer to Piazza San Marco and just walks directly to Bob and Jeff. As they get close to each other they are no longer rendered (avatars and audio), based on the positional information, and they simply chat with each other.

	

	Type: AR

Degrees of Freedom: 2D, 3DoF

Delivery: Conversational

Device: AR glasses, headphones

	Preconditions

	AR participants: Connected AR glasses or phone with tethered AR glasses and headphones (with acoustic transparency). GNSS support to derive relative position.

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the rendering of the audio objects and 3D audio. 

	Feasibility

	AR glasses in various form factors exist, including inside-out tracking. At the present time though they are too bulky.

	Potential Standardization Status and Needs

	Visual coding and transmission of avatars 

Audio coding and transmission of mono objects and 3D audio for streams from all participants


6.16
Front-facing camera video multi-party calls

	Use Case Name  (from S4-190115)

	Front-facing camera video multi-party call

	Description

	Bob, Jeff, and Frank are back in New York City and each of them is walking to work. They just have their smart phones with a front-facing camera and a small headset, allowing the real world to be augmented with audio.

They start a multi-party video call to discuss the plans for the evening, where each of them gets the other two friends displayed on the phone and can hear the audio, coming from the direction on the horizontal plane where the phone is placed in their hand and some slight spread to allow easy distinction. While they walk around in the streets of New York, they have a continuous voice call with the cut-out heads displayed on their phones. The acoustic front is always in the direction of the phone each of them is holding, thus the remote participants are always in the front. When they rotate their head though, the front-facing camera tracks this rotation and the spatial audio is binauralized using the head-tracking information into account, leaving the position of the other participants steady relative to the phone’s position. As Bob turns around a corner with the phone still in his hand for the video call using the front-facing camera, his friends remain steady relative to the phone’s position.

	

	Type: AR

Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Smartphone with front-facing camera, headset

	Preconditions

	Participants: Phone with front-facing camera, motion sensors, and headset (more or less acoustically transparent).

	Requirements and QoS/QoE Considerations

	QoS: QoS requirements like MTSI requirements (conversational, RTP).

QoE: Immersive voice/audio and visual experience, Quality of the mixing of virtual objects into real scenes. 

	Feasibility

	Possible today

	Potential Standardization Status and Needs

	Visual coding and transmission of video recorded by front-facing camera

Audio coding and transmission for streams from all participants


6.17
Online shopping from a catalogue - downloading
	Use Case Description: Online shopping from a catalogue – downloading (from S4-190215)

	In order to purchase a new sofa for his living room, John connects to an online shop offering the ability to virtually insert items in his home place. This online shop provides for each selling product, 2D images, 3D objects models and detailed information on size, colour, materials... 

John chooses his favourite sofa from the item list via the shop application on his smartphone or tablet. 

· Option1: John is only equipped with a smartphone.

The sofa is added his living room on his smartphone thanks to the onboard camera and depth sensor from the device. John can then try different locations in the living room, select the colour that better fits with his home place.

· Option 2: John is also equipped with a pair of AR glasses

When connected to the online store via his smartphone, John also connects his AR glasses to his smartphone. The sofa is then rendered on his AR glasses and John continue to use his smartphone in order to control the location of the sofa within the living room.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Download
Device: AR Glasses, Rendering system, Tablet (or smartphone), Capture device

	PreCondition

	Tablet (or smartphone) with 4G/5G connectivity
Capture device (video and depth camera).

AR glasses with connectivity to the tablet/smartphone.

Application with 3D model representation of selling items.

	QoS and QoE considerations

	QoS:

· Accurate and low latency rendering

· Fast download of the 3D model to be rendered.

QoE: 

· High quality of representation of items

· Less heterogeneity through AR glasses

	Feasibility

	 3D models of products may be represented with point clouds and encoded with V-PCC.

	Potential Standardization Status and Needs

	- Ongoing standardization effort in MPEG for compression formats of point clouds.

- Need for :

- defining device requirements for decoding capabilities of 3D models such as PCC

- defining delivery methods and APIs for 3D models such as PCC


6.18
Real-time communication with the shop assistant
	Use Case Description: Real-time communication with the shop assistant (from S4-190215)

	In addition to the above use case, remote support is available for products on sale. John can seek advice from the online shop assistant on which colour the sofa better matches with the living room.

The captured scene of the living room is transmitted in real time to the online assistant who can make suggestions to John.

Use case extension:

The shop assistant is able to place virtual furniture into John’s captured scene in real time and suggest John to also buy a lamp that nicely fits with the rest of the living room.

	Categorization

	Type: AR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Device: AR Glasses, Rendering system, Table (or smart phone), audio headset, Capture device

	PreCondition

	AR glasses equipped or connected with capture device (depth camera), positioning system and rendering system.

Tablet (or smartphone) with 4G/5G connection
Capture device supports to save the captured scenes in point cloud format.

Headset (headphones with embedded microphones) is used for conversation.

Online shopping mall supports all of the items in point clouds.

	QoS and QoE considerations

	QoS:

 Sufficient bandwidth to transmit a high-quality captured scene

QoE: 

No disconnection or interruption in the middle of the conversation between the user and advisor

	Feasibility

	TBD

	Potential Standardization Status and Needs

	- Compression formats of point clouds and scene which embedded with depth information

- Decoding and rendering

- Low latency codecs used in communication


6.19
6DOF VR conferencing
	Use Case Name (from S4-190217)

	6DOF VR conferencing

	Description

	1.
Physical scenario

The physical VR conference scenario is illustrated in Fig. 1. Five VR conference users from different sites are virtually meeting. Each of them is using VR gear with binaural playback and video playback using an HMD. The equipment of all users supports movements in 6DOF with corresponding head-tracking. The UEs of the users exchange coded audio up- and downstream with a VR conference call server. Visually, the users are represented through their respective avatars that can be rendered based on information related to relative position parameters and their rotational orientation. 
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Figure 1: Physical scenario

2.
Virtual scenario

Fig. 2 illustrates the virtual conferencing space generated by the conference call server. Initially, the server places the conference users Ui, i=1…5, at virtual position coordinates Ki = (xi, yi, zi). The virtual conferencing space is shared between the users. Accordingly, the audio-visual render for each user takes place in that space. For instance, from user U5’s perspective, the rendering will virtually place the other conference participants at the relative positions Ki – K5, i≠5. For example, user U5 will perceive user U2 at distance 
|Ki – K5| and under the direction of the vector (Ki – K5)/|Ki – K5|, whereby the directional render is done relative to the rotational orientation of U5. Also illustrated in Fig. 2 is the movement of U5 towards U4. This movement will affect the position of U5 relative to the other users, which will be taken into account while rendering. At the same time the UE of U5 sends its changing position to the conferencing server, which updates the virtual conferencing space with the new coordinates of U5. As the virtual conferencing space is shared, users 
U1–U4 become aware of moving user U5 and can accordingly adapt their respective renders. The simultaneous move of user U2 is working according to corresponding principles.


[image: image2.emf]x

y

z

U3

(x

3

, y

3

, z

3

)

U1

(x

1

, y

1

, z

1

)

U5

(x

5

, y

5

, z

5

)

U2

(x

2

, y

2

, z

2

)

U4

(x

4

, y

4

, z

4

)


Figure 2: Virtual scenario 



	Categorization

	Type: VR, XR

Degrees of Freedom: 6DoF

Delivery: Interactive, Conversational

Media Components: Audio-only, Audio-Visual

Devices: VR gear with binaural playback and HMD video playback, Call server

	Preconditions

	The described scenario relies on a conference call server. 

Similar scenarios can be realized without server. In that case, the UEs of all users need to be configured to share their encoded audio and their positional and rotational information with the UEs of all other users. Each UE must further allow simultaneous reception and decoding of audio bitstreams and 6DOF attributes from the UEs of all other users.

	Requirements and QoS/QoE Considerations

	The described scenario provides the users with a basic 6DOF VR conferencing experience. Quality of Experience can further be enhanced if the user’s UEs not only share their position coordinates but also their rotational orientation. This will allow render of the other virtual users not only at their positions in the virtual conference space but additionally with proper orientation. This is of use if the audio and the avatars associated with the virtual users support directivity, such as specific audio characteristics related to face and back. 

In order to support 6DOF VR conferencing scenarios as presented above, the following requirements must be met:

Audio:

A coding framework is required that supports 6DOF with the following features:

· Offering a metadata framework for the representation and upstream transmission of position and orientation information of a receive endpoint.

· The capability to associate input audio elements (e.g. objects) with 6DOF attributes, including position coordinates, orientation coordinates, directivity.     

· The capability of simultaneous spatial render of multiple received audio elements according to their associated 6DOF attributes. 

· Adequate adjustments of the rendered scene upon rotational and translational movements of the listener’s head.

Video:

Support of simultaneous graphics render of multiple avatars according to their associated 6DOF attributes, including position, orientation, directivity.

	Feasibility

	Subject to the used immersive voice and audio codec meeting the audio requirement of the previous box, a service offering an experience as the described scenario is feasible with today’s technology. 

	Potential Standardization Status and Needs

	Requires standardization of an immersive voice and audio codec that supports 6DOF. The presently ongoing IVAS codec work item may provide an immersive voice and audio codec that meets the described requirements.  


6.20
360-degree conference meeting
	Use Case Description: 360-degree conference meeting (from S4-190216)

	In this 360-degree conferencing use case three co-worker (Eilean, Ben and John) are having a virtual stand-up giving a weekly update of their ongoing work. Ben is dialing into the VR conference from work with a VR headset and a powerful desktop PC. Eilean is working from home and dialing in with a VR headset and a laptop with a depth came. John is traveling abroad and dialing in with a mobile phone used as VR HMD and a laptop attached with a depth camera for capture. Each one is captured with an RGB+Depth camera. 

[image: image3.png]



Figure 1, example image of a photo-realistic 360-degree communication experience
In virtual reality all 3 of them are sitting together around a round table (See Figure 1). The background of the virtual environment is a prerecorded image or video making it seem they are in their normal office environment. Each user sees the remote participants as photo realistic representations blended into the virtual office environment. Optionally, a presentation or video can be displayed on the middle of the table or on a shared screen somewhere in the environment.

AR alteration: A possible AR alteration to this use case can be that Ben and Eilean are sitting in a real meeting room at work using AR headsets, while John is attending remotely using a mobile as VR HMD. John is then blended as an overlay into the real environment of Ben and Eilean, rather then a virtual office. 

	Categorization

	Type: AR, MR, VR

Degrees of Freedom: 3DoF

Delivery: Real-time two-way end-to-end, edge processing, cloud processing

Device: Mobile / Laptop

	Preconditions

	The above use case results into the following hardware requirements:

· Each user needs a AR or VR HMD (mobile, stand alone, wired/wireless VR HMD).

· Each user needs a depth camera to be captured (based on Bluetooth, integrated into a mobile phone or wired)
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Figure 2, Functional blocks of end-to-end communication
Furthermore to realize this use case we can map it into the following functional blocks

· Capture & Processing: The Data from the rgb+depth camera needs to be acquired and further processed to remove the user from its background to be ready for transmission

· Transmission: There needs to be a two-way end to end link between individual participants to transmit audio and video data. The video data should include a cut-out of the user on a chroma background.

· Rendering: Rendering on the end user device, preferably on a single decoding platform/chipset with efficient simultaneous decoding of different media streams. Further, the transferred user representation has to be blended into a VR or AR environment and any audio needs to be played according to its special origin within the environment. 

· Cloud rendering (optional): by adding a pre-rendering function into the cloud, processing and resource usage with shift from the end user device into the edge and thus imply a less scalability system but lower processing load for the end user device

Please not that all 3 functional blocks can be executed either on one device, multiple devices or the network.

	Requirements and QoS/QoE Considerations

	The following QoS requirements are considered:

· Bandwidth (similar to current video conferencing)

· Delay (suitable for real-time communication)

The following QoE Considerations (according to the functional blocks) are relevant:

· Capture & Processing:

· The resolution of the rgb+depth camera needs to be sufficient.

· The foreground / background extraction needs to result into an accurate cut-out of a user

· Transmission:

· The compression of audio and video data should follow similar constrains as traditional video conferencing.

· Rendering:

· Users, needs to be scaled and positioned in the AR/VR environment in a natural way

· Audio playback needs to match the special orientation of the user

	Feasibility

	The use case offers a practical approach on communication in VR and is easy to deploy as it allows to reuse a lot of established technology from current video conferencing systems.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· System

· Architecture

· Communication interfaces / signalling
· Orchestration (i.e. metadata)

· Position and scaling of people

· Audio direction of people

· Background audio

· Shared content, i.e. spatial and temporal orchestration

· Transmission

· Streaming end-points

· Streaming depth information
· Processing

· Capture (foreground / background segmentation)

· Stream processing in the cloud / edge

· Rendering / cloud rendering


6.21
3D shared experience
	Use Case Description: 3D shared experience (from S4-190216)

	In this shared 3D use case two friends (Eilean and Bob) are sharing a virtual experience. The experience builds around a crime investigation showing an investigation of two murder suspects and allowing the users to discuss and identify who committed the murder. Both Eileen and Bob are joining from home wearing a VR HMD and being captured via an RGB+depth camera. In VR they experience a 3-dimensional room (police station), being represented in 3D and including a self-representation that allows them to point at items in the room and at each other. In the virtual police station each one of them has a window to follow a different interrogation, allowing them to collect information to solve the murder together (see figure 2).
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Figure 2, example image of a virtual 3D experience with photo-realistic user representations 

	Categorization

	Type: AR, MR, VR

Degrees of Freedom: 3DoF+ / 6DOF

Delivery: Real-time two-way end-to-end, edge processing, cloud processing

Device: Mobile / Laptop

	Preconditions

	The above use case results into the following hardware requirements:

· Each user needs a VR HMD (mobile, stand alone, wired/wireless VR HMD).

· Each user needs a depth camera to be captured (based on Bluetooth, integrated into a mobile phone or wired)
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Figure 2, Functional blocks of end-to-end communication
Furthermore to realize this use case we can map it into the following functional blocks

· Capture & Processing: The Data from the rgb+depth camera needs to be acquired and further processed (to remove the user from its background), particularly the depth information might need further possessing before for transmission

· Transmission: There needs to be a two-way end to end link between individual participants to transmit audio and video data. The video data should include a both the rgb color and depth information.

· Rendering: The transferred user representation has to be blended into the VR environment and any audio needs to be played according to its special origin within the environment. Further the self-representation of the user has to be displayed aligned so that the view of the user and its physical position match.

Please not that all 3 functional blocks can be executed either on one device, multiple devices or the network.

	Requirements and QoS/QoE Considerations

	The following QoS requirements are considered:

· Bandwidth (similar to current video conferencing)

· Delay (suitable for real-time communication)

· Delay (self-view, suitable for feeling of embodiment)

The following QoE Considerations are relevant:

· Many parameters and design of the experience influence the quality of the user experience

	Feasibility

	The use case offers a practical approach on communication in VR and is easy to deploy as it allows to reuse a lot of established technology from current video conferencing systems.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· System

· Architecture

· Communication interfaces (signalling)
· Orchestration (i.e. metadata)

· Position and scaling of people

· Audio direction of people

· Background audio

· Shared content, i.e. spatial and temporal orchestration

· Transmission

· Streaming end-points

· Streaming depth information
· Processing

· Capture (foreground / background segmentation)

· Stream processing in the cloud / edge

· Rendering (cloud rendering)


6.22
Untethered Immersive Online Gaming
	Use Case Description: Untethered Immersive Online Gaming (from S4-190075)

	100 friends play Fortnite Battle Royal. Of the the 100 friends, several are on travel and connect on a stand-alone HMD. The HMD has a with 5G connection.

Fortnite Battle Royale is a free-to-play battle royale video game. As a battle royale game, Fortnite Battle Royale features up to 100 players, alone, in duos, or in squads of up to four players, attempting to be the last player or group alive by killing other players or evading them, while staying within a constantly shrinking safe zone to prevent taking lethal damage from being outside it. Players start with no intrinsic advantages, and must scavenge for weapons and armor to gain the upper hand on their opponents. The game features cross-platform play between the platforms that was limited for the first five seasons, before the restrictions were eased.
Other popular VR games are here:

· https://veer.tv/blog/30-best-vr-games-for-playstation-vr-oculus-rift-htc-vive-in-2018/
· https://uploadvr.com/best-psvr-games/
· https://www.digitaltrends.com/gaming/best-psvr-games/

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a Gaming controller

	Preconditions

	· Gaming client is installed that permits to consume the game
· The application uses existing HW capabilities on the device, including game engines, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Connectivity to the network is provided .

	Requirements and QoS/QoE Considerations

	· Collected Statistics:

· https://www.zdnet.com/article/how-fortnite-approaches-analytics-cloud-to-analyze-petabytes-of-game-data/
· Fortnite processes 92 million events a minute and sees its data grow 2 petabytes a month
· Akamai said Fortnite set a game traffic record on its network July 12 with 37 terabytes 
· https://www.techadvisor.co.uk/feature/game/how-much-data-does-fortnite-use-3683618/per second delivered across its platform.
· We checked our data usage, and according to the tool, the 15-minute session used 12.4MB of mobile data. That may sound like a lot, but it’s the equivalent of streaming a one- or two-minute video on YouTube. It may vary slightly depending on a number of factors, but we estimate Fortnite uses between 10-15MB per 15 minutes of gameplay, or around 50-60MB per hour.
· Required QoS: 
· https://broadbandnow.com/guides/best-internet-service-setup-serious-gamers
· Any connection over 2 mbps with less than 75ms ping should work well for 99% of games.
· the main factors affecting your gameplay are:

· Efficiency of your network

· Distance to other players in multiplayer games

· QoS and network prioritization might not matter much for the average Internet user, but for gamers it can make a big difference in network lag.
· Ping is king.
· Different scenarios need to be looked at, for example where the rendering is happening. 
· Required QoE: 

· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient gaming rendering experience to enable presence.
· https://xinreality.com/wiki/Presence
· supporting frame rate not lower than 60 FPS and resolution not lower than 8K

	Feasibility

	Content generated in 6DoF

· Fortnite is available as a game and can be downloaded

· Other VR games are also available

Selected Devices/XR Platforms supporting this:

· Oculus Rift, Playstation VR, HTC Vive 

· These are tethered and connected devices

· Specifications are here: https://www.digitaltrends.com/virtual-reality/oculus-rift-vs-htc-vive/
· Oculus Go

· Oculus Quest is announced https://www.oculus.com/quest/
An important aspect is that the processing power of untethered devices is typically lower as all processing needs to be done on the device. The feasibility is likely improved by supporting the device with additional network processing.

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Network conditions that fulfill the QoS and QoE Requirements 

· Content Delivery Protocols

· Decoding, rendering and sensor APIs 

· Architectures for computing support in the network


6.23
Video Game Live Streaming
	Use Case Description: Video Game Live Streaming (from S4-190075)

	The world championship in Fortnite are happeining and the 100 best players meet. Millions of people want to follow the game online and connect to the live game streaming. Many of them connect over a 5G connected HMD and follow the game. The users can change their in game position by using controllers and body movement. Two types of positions are possible:

· Getting the exact view of one of the participants

· A spectactor view independent of the player view

Other users follow on a 2D screen.

The Twitch.TV experience is also available for standalone 5G connected devices.

	Categorization

	Type: VR

Degrees of Freedom: 6DoF

Delivery: Streaming, Split
Device: 2D screen or HMD with a controller

	Preconditions

	· Application is installed that permits to follow the game
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· A server is available that provides access to the game

· The game is fully rendered in the network

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Depends on the architecture

· Required QoE: 

· Being close to the live gaming experience
· fast reaction to manual controller information, 

· reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence

	Feasibility

	Twitch shows that games are watched live with incredible statistics (https://sullygnome.com/):

· Fortnite has 1,412,048,240 watching hours over 365 days, this means it is more than 160,000 years
· More details to be done

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirements

· Architectures and interfaces that permit such experiences
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