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7.1
Presentation without Pose Information to 2D Screens

7.1.1
Introduction

In several devices, the VR sensor providing pose information may not be available or may be disabled by the user. This is predominantly the case for the presentation of the VR360 presentation on a 2D screen but may also be used on an HMD. In this case, the receiver needs to rely on other information to determine a proper rendering of the VR360 presentation that is to be presented at a specific media time. 

For this purpose, a VR Media Presentation may include the recommended viewport metadata as defined in clause 7.1.2. The recommended viewport metadata may be encapsulated in a timed metadata track in either a file or a DASH Representation.

Receivers presenting on a 2D screen and not implementing a viewport sensor should implement the recommended viewport processing to process the recommended viewport metadata and to render VR video or audio in clause 7.1.3 and 7.1.4, respectively. 

Receivers implementing a viewport sensor may implement the recommended viewport processing. 

If the viewport sensor is not implemented at the receiver, or if the viewport sensor is disabled (permanently or temporarily), the receiver should process the recommended viewport metadata, if present.

If the viewport metadata is provided in the VR Media Presentation and if processing is supported and applied, then the Receiver shall render the viewport indicated metadata.
7.1.2
Recommended Viewport Metadata
7.1.2.1
Introduction
A recommended viewport may be provided in order for a device without pose information (e.g. by user choice or by absence of sensors) to render a part of the omni-directional video at any instance of time. The recommended viewport specifies the a center point and region around the center point that is to be rendered at a specific media time.
In addition, given a signalled recommended viewport, for the best user experience from the content generator's point of view, e.g., for a good storytelling, sometimes it is preferred that the entire viewport is rendered to the user without cropping any part. However, depending on the properties of the display window, some adjustments may be needed in rendering of the viewport to fit the display. For example, the aspect ratio (i.e., the ratio between the width and height) of the viewport region may need to be adjusted because the display has a different aspect ratio, or some parts of the omnidirectional video adjacent to the viewport may also need to be rendered to fit the size and the aspect ratio of the display, or sometimes it might be preferable to crop some part of the viewport region. In yet another case, the signalled viewport may have a changing resolution over time, and in this case zooming in or out needs to be performed during rendering, and in this case the same adjustments as mentioned above may be needed.
The remainder of the clause defines metadata to address the different use cases.
7.1.2.2
Semantics
The recommended viewport timed metadata track indicates the viewport that should be displayed when the user does not have control of the viewing orientation or has released control of the viewing orientation.

The recommended viewport shall follow the definition of the Recommended Viewport in clause 7.7.5 of ISO/IEC 23090-2 [X]. The sample entry type 'rcvp' shall be used.
In addition, the viewport_type shall be set to 0, i.e. the recommended viewport expresses the director's cut, i.e., a viewport suggested according to the creative intent of the content author or content provider.
In order to express preferred rendering operation for the video track, an extension to the RcvpSampleEntry()may be used as follows:
class RcvpSampleEntry() extends SphereRegionSampleEntry('rcvp') { // Same as in OMAF

RcvpInfoBox(); // mandatory
}

class RcvpInfoBox extends FullBox('rvif', version, 0) { //Yellow-highlights are changes compared to the syntax of this box in OMAF

unsigned int(8) viewport_type;

string viewport_description;

if( version > 0 )


unsigned int(8) preferred_rendering_operation;
}








Table 7.1 – Preferred rendering operation

	preferred_rendering_operation
	Preferred Rendering Operation

	0
	Preference unspecified

	1
	Render the entire recommended viewport and additional adjacent regions to fill entire screen

	2
	Render the entire recommended viewport and fill the remaining parts of the screen with a letter box (black pixels)

	3
	Use the display window to render only recommended viewport information and crop the recommended viewport to fit the display window

	4-255
	reserved


The sample syntax of SphereRegionSample shall be used as follows:
· shape_type shall be equal to 0 in the SphereRegionConfigBox of the sample entry.

· static_azimuth_range and static_elevation_range, when present, or azimuth_range and elevation_range, when present, indicate the, respectively, of the recommended viewport.
· center_azimuth and center_elevation indicate the center point of the recommended viewport relative to the global coordinate axes. 
· center_tilt indicates the tilt angle of the recommended viewport.
7.1.2.3
File Format Encapsulation
Tracks conforming to this metadata track used in the context of the specification shall conform to ISO BMFF [17] and the reequirements according to the Recommended Viewport in clause 7.7.5 of ISO/IEC 23090-2 [X], i.e. : 
-
The track handler_type is set to 'metadata'
-
The sample entry type of the track is equal to 'rcvp'. 
-
The timed metadata samples shall follow the details in clause 7.1.2.2.
If Tracks conforming to the constraints of this media profile, the '3rvp' ISO brand should be set as a compatible_brand in the File Type Box ('ftyp'). 

7.1.2.3
DASH Integration

7.1.2.3.1
Additional Restrictions for DASH Representations

If a Track conforming to this timed metadata track is included in a DASH Representation, the Representation uses movie fragments and therefore, the following additional requirements apply:
-
The Media Header Box ('mdhd') shall obey the following constraints:


-
The value of the duration field shall be set to '0'.

-
The value of the duration field in the Movie Header Box ('mvhd') shall be set to a value of '0'.

-
The Sample Table Box ('stbl') shall obey the following constraints:

-
The entry_count field of the Sample-to-Chunk Box ('stsc') shall be set to '0'.

-
Both the sample_size and sample_count fields of the Sample Size Box ('stsz') box shall be set to zero ('0'). The sample_count field of the Sample Size Box ('stz2') box shall be set to zero ('0'). The actual sample size information can be found in the Track Fragment Run Box ('trun') for the track. 

-
The entry_count field of the Chunk Offset Box ('stco') shall be set to '0'.

-
The Track Header Box ('tkhd') shall obey the following constraints:

-
The value of the duration field shall be set to '0'.

-
Movie Fragment Header Boxes ('mfhd') shall contain sequence_number values that are sequentially numbered starting with the number 1 and incrementing by +1, sequenced by movie fragment storage and presentation order.

-
Any Segment Index Box ('sidx'), if present, shall obey the additional constraints:

-
The timescale field shall have the same value as the timescale field in the Media Header Box ('mdhd') within the same track; and

-
The reference_ID field shall be set to the track_ID of the ISO Media track as defined in the Track Header Box ('tkhd').

-
The Segment Index shall describe the entire file and only a single Segment Index Box shall be present.

5.2.2.3.3
DASH Adaptation Set Constraints

For an Adaptation Set carrying the Recommended Viewport, the following constraints apply:
-
The @mimeType parameter shall be set to 'application/mp4'. The subparameter profile may be present and  if present, should include the compatibility brand '3rvp'. 
-
The @codecs parameter shall be present on Adaptation Set level and shall signal signal 'rcvp'.
7.1.3
Conversion of Omni-directional Video to Flat Screens
If the Receiver presents receives a projected picture (be it equirectangular or cubemap) and at the same time a timed metadata for recommended viewport rendering according to clause 7.1.2 for which 
· the recommended viewport is provided with azimuth_range and elevation_range as well as the center_azimuth, center_elevation and center_tilt, 
· the preferred rendering option is provided according to Table 7.1,

then client can determine the actual viewport and present it on the display accordingly. 
If the display is a 2D screen with a display window of pixel dimensions weight and height and the omnidirectional picture should be rendered based on the recommended viewport information applying the following: 
· the client uses the recommended viewport information and the projected frame and determines the luminance and chrominance pixel pixel p[i,j] with i=1, … width and j = 1, … height, using the information in the recommended viewport, the preferred rendering operation, and the projected frame as defined to clause 4.1.3 by applying a rectilinear projection as defined in Annex X
7.1.4
Conversion of 3D Audio to 2D Rendering 
If the receiver renders the image based on the recommended viewport data, the accompanying audio track should be rendered according to the presented viewport, so that audio and video remain spatially aligned. 

This is be achieved by rotating the 3D Audio soundfield based on the center_azimuth and center_elevation syntax elements of SphereRegionSample (see 7.1.2.2) 

The syntax elements azimuth_range and elevation_range of SphereRegionSample should be used to further adjust the audio to the enlarged/magnified video cutout. 

Note: this audio processing may need additional information about the display screen size.
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Annex X Viewport generation with rectilinear projection
A viewport is generated by rectilinear projection, as illustrated in X.1. Viewport generation is performed assuming that the viewing angle is along the Z axis. When the viewport specified by the user is not along the Z axis, the sphere is rotated first to align the viewport with the Z axis, and then viewport generation is performed. Denote the center of the viewport to be at (ϕC, θC), the rotation matrix R is defined as:
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Figure X.1. Viewport generation with rectilinear projection

Viewport generation starts from a sample position on the projected viewport, first finds the corresponding 3D (X, Y, Z) coordinates, then finds the corresponding 2D coordinates in the source projection plane, and finally takes the corresponding sample value at the corresponding position on the source 2D projection plane. 
Denote the viewport picture ABCD’s width as WVP and its height as HVP. Denote the FOV size of the viewport as (Fh x Fv), where Fh is the horizontal FOV angle and Fv is the vertical FOV angle. Given a sampling point (m, n) in the viewport picture ABCD shown in Figure X.1, the (u, v) coordinates are calculated as:

	u = (m+0.5)*2*tan(Fh/2)/WVP
	(X.2)

	v = (n+0.5)*2*tan(Fv/2)/HVP
	(X.3)


Then, the 3D coordinates (x, y, z) are calculated as:
	x = u − tan(Fh/2)
	(X.4)

	y = −v + tan(Fv/2)
	(X.5)

	z = 1.0
	(X.6)


Projecting the point (x, y, z) onto the point (x′, y′, z′) on the unit sphere, we have:
	x′ = x/[image: image4.png]Jal+yi+ 22




	(X.7)

	y′ = y/[image: image6.png]Jal+yi+ 22




	(X.8)
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Finally, taking the rotation R into account, the 3D coordinates (X, Y, Z) on the sphere are calculated as:
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