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Abstract
Metadata-assisted spatial audio (MASA) has been proposed as one spatial audio input format that the future IVAS codec shall support. The discussion about adopting this proposal is still ongoing since there are still many open questions related to the generation of MASA formatted signals, as well as to how the IVAS codec might take advantage from supporting MASA input signals. Even the format of the MASA metadata and its information elements are not yet finally defined, as can be concluded from inputs [1], [2] at the SA4#101 meeting and related discussions.
Contribution [2] by the source suggested updating the set of spatial metadata parameters by information elements related to (relative) arrival time, gain and phase. This proposal was only noted at the SA4#101 meeting. 
The present contribution firstly addresses the present lack of understanding of how MASA formatted audio might be captured and how the IVAS codec might benefit from that kind of input audio. Examples are given for MASA related audio pre-processing and how MASA input could be processed by the IVAS codec. Based on insights gained from this discussion, the source repeats its proposal of updating the set of MASA metadata parameters.
1. Discussion
1.1 Considered scenario
In this discussion we consider a simplified scenario in which a UE is used with three mics, capturing the signals m1, m2, m3. The UE is exposed to a directional sound source from one talker and some diffuse ambient sound. The directional sound is incident from a direction of arrival (DOA) represented by azimuth and elevation angles and  The diffuse ambient sound is assumed to be omnidirectional, i.e. spatially invariant . The considered scenario is visualized in Fig. 1. Also considered in the subsequent discussion is the potential occurrence of a second directional sound source, which is not shown in Fig. 1.




Figure 1: Simplified capture scenario
 
1.2 Construction of MASA channels
The source considers a first example of a MASA capture case with a single MASA channel. The MASA channel is obtained by the following downmix operation:
, with 
 and 
 
It is notable that the signals  and  may, during the various processing stages, not necessarily be represented as full-band time signals but possibly also as component signals of various sub-bands in the time or frequency domain (time-frequency tiles). In that case, they would eventually be recombined and potentially be transformed to the time domain before they would be propagated to the IVAS codec.
Some relevant MASA parameters out of the presently suggested set of MASA parameters, associated with a given time-frequency tile, could for instance be as displayed in the table below, followed by further MASA parameters:
Table 1: Exemplary set of MASA parameters for one time-frequency tile
	Direction index
	Dind( 

	Direct-to-total energy ratio
	D2T = 0.07

	…
	…

	Diffuse-to-total energy ratio
	Dif2T = 0.2

	…
	…


  
In the case of a single MASA channel, there are at least two conceivable choices to define the downmix matrix . One choice is to pick that mic signal with best signal to noise ratio (SNR) with regards to the directional sound. In the shown scenario it is likely that mic 1 captures the best signal as it is directed towards the directional sound source. The signals from the other mics could then be discarded. In that case, the downmix matrix could be as follows:
.
While the sound source moves relative to the UE, another more suitable mic could be selected so that either signal  or  is used as the resulting MASA channel. 
When switching the mic signals, it is important to make sure that the MASA channel signal  does not suffer from any potential discontinuities. Discontinuities could occur due to different arrival times of the directional sound source at the different mics, or due to different gain or phase characteristics of the acoustic path from the source to the mics. Consequently, the individual delay, gain and phase characteristics of the different mic inputs must be analysed and compensated. The actual microphone signals may thus undergo certain some delay adjustment and filtering operation before the MASA downmix.
A further conceivable choice of the downmix matrix is to set the coefficients  such that the SNR of the MASA channel with regards to the directional source is maximized. This can be achieved by adding the different mic signals with proper adjusted weights . To make this work in an effective way, individual delay, gain and phase characteristics of the different mic inputs must again be analysed and compensated, which could also be understood as acoustic beamforming towards the directional source. 
The gain/phase adjustments may be understood as a frequency-selective filtering operation. As such, the corresponding adjustments may also be optimized to accomplish acoustic noise reduction or enhancement of the directional sound signals, for instance following a Wiener approach.  
As a variation, we also consider an example with three MASA channels. In that case, the downmix matrix  can be defined by the following 3-by-3 matrix:
.
Consequently, there are now three signals , ,  (instead of one in the first example) that will be coded with the IVAS codec.
The first MASA channel may be generated as described in the first example. The second channel could be used to carry a second directional sound, if existing. The downmix matrix coefficients could then be selected according to similar principles as for the first MASA channel, however, such that the SNR of the second directional sound is maximized. The downmix matrix coefficients  for the third channel may be adapted to extract the diffuse sound component while minimizing the directional sounds. 
Provided that the MASA metadata supports two directions, a second set of MASA metadata associated with the second directional sound, like shown in Table 1 may be used.
Given that the MASA capture operation is largely undefined, it is not clear what part of its signal processing should be done as part of the acoustic pre-processing operations what parts would rather be carried out as part of the IVAS codec. For instance, a manufacturer may choose to do only minimal signal processing on the mic signals and rather propagate them, or a selection of them, as they are to the IVAS codec. In that case, the MASA downmix matrix could be a trivial identity matrix, potentially with certain zeroed elements on the main diagonal. In that case, no delay adjustments or filtering operations would be carried out as part of the acoustic pre-processing and such kind of operations might rather be part of the IVAS codec. 
1.3 IVAS coding aspects
There exists currently no proposal on how the IVAS codec would represent and code MASA input. In case SA4 decides that MASA is adopted as an IVAS input audio format, suitable coding strategies for MASA formatted audio would be subject to IVAS development and standardization efforts. Two basic coding strategies are conceivable. 
One possibility is to treat the MASA channel(s) as mono or, respectively, multi-channel input signals and to represent them with IVAS such that the decoded output channel(s) approximate the MASA input channels most adequately. The MASA metadata parameters may be used as cues guiding the encoding process. Likewise, in case MASA metadata is transmitted to the receiving end, it could be used to guide the IVAS decoding or the rendering process. The IVAS coding could then be adapted to maximize perceptual quality after rendering.     
The decoding or rendering may for instance involve the following operation (in full-band or on time-frequency tiles):
 . 
In that equation, the used symbols have the following meaning:
 is a vector of output signals driving the loudspeakers (may be virtual), 
 is the IVAS decoded output signal approximating,
 is a directional upmix matrix adapted to reconstruct the directional source signal with proper directivity, based on directional MASA parameters like Dind(  and D2T, and
 is an upmix matrix that is adapted to reproduce the diffuse ambient sound. It may especially depend on the Diffuse-to-total energy ratio (Dif2T). It should be noted that the reproduction of the diffuse sound components may also involve using decorrelated instances of a number of linear combinations of the components of . 

Finally, the resulting full-band loudspeaker driver signals are obtained by recombining all frequency component signals and (potentially) transforming them to time domain.

Another coding strategy for MASA input audio is to convert it prior to encoding to some other representation that is more suitable for coding. This process may for instance involve a separation of the directional and the diffuse sound components, in operations like  for the directional sound components and  for the diffuse components. This process and the coding process in general could rely on MASA metadata as guiding cues. Another approach may involve virtual rendering to some loudspeaker configuration (e.g. stereo), according to the equation shown above. The virtual loudspeaker signals  could then be coded using the IVAS codec. Again, rendering and coding could rely on MASA metadata as guiding cues.
2. Delay, gain and phase cues
The currently proposed [1] MASA parameters may be relevant cues for IVAS encoding or decoding and rendering. However, as already previously argued, this set of parameters is based on idealistic assumptions. In the above discussion, it has been illustrated that realistic MASA capture may comprise elements like the adjustment of delay, gain and phase characteristics on the mic input channels. A general approach is to allow individually adapted adjustments of the mic channels for each MASA channel. In a time-domain formulation, the ith MASA channel would then generated as follows:
.
In this expression  denotes a delay operator,  is the amount of delay adjustment and  the impulse response of the gain/phase adjustment filter respective of the ith MASA channel, the jth mic signal, and respective of the direction of the directional source. In case the MASA format supports a second directional source, the above expression could be extended by adding a second term of the same form as the right-hand side, which would be respective of the second directional source. 
As pointed out already above, the operation may be carried out in time or frequency domain and on individual time-frequency tiles whereby individually adapted downmix coefficients and delay, gain and phase adjustment parameters may be used. 
The delay term in the expression above can be interpreted as an arrival time of a plane sound wave from the direction of the directional source. As such, it can also conveniently be expressed as arrival time relative to the time of arrival of the sound wave at a reference point:  
.
While the reference point is principally arbitrary, for the definition of  it is here suggested that it relates to the geometric centre of the UE. It is further suggested that the arrival time parameter allows modelling relative arrival times in an interval of [-2.0ms, 2.0ms], which corresponds to a maximum displacement of a mic relative to the origin of about 68cm.
One potential benefit of awareness of the relative arrival time parameters at the IVAS codec is that it would allow taking the different interarrival times into account, during coding and/or for restoring inter-channel time differences during decoding/rendering. Assume for instance decoding/rendering to a stereo speaker configuration. Restoring inter-channel time differences may substantially contribute a faithful stereo reproduction, in contrast to the alternative of mere amplitude panning.  
Another situation where the availability of the relative arrival time parameters may be of advantage for the IVAS codec is when the capture device does only minimum signal processing on the mic feeds and propagates them essentially unmodified to the IVAS codec. Consider the case of a captured audio input with 2 mic feeds in which 2 directional components are identified. In this situation, it would be desirable for the IVAS decoder to be able to combine the decoded channels representing the 2 mic feeds with different delays for each of the identified directional components. In order to do this, the decoder needs to know the inter-channel delay differences respective of the directional components. This information can be calculated from the suggested relative arrival time parameters.

As to the gain and phase adjustments, it is proposed to parameterize them for each time-frequency tile such that gain changes can be modelled in the range from +10dB to -30dB, while phase changes can be represented in the range from -Pi to +Pi. 
Like the arrival time parameters, gain and phase adjustment parameters may be important cues for accurate IVAS coding of the MASA signal. They may provide useful information for proper representation of the captured sound field. 
In [2] the source noted that there may also exist other possibilities to convey information about relative arrival times and about frequency and phase characteristics to the IVAS codec. The relative arrival times can for instance be calculated by a receiver based on geometry information of the mic array of the capture device and the position of the direction indexes (sound sources) in relation to the spatial orientation of the capturing device. Likewise, direction frequency and phase responses may be characterized for each UE model and available by database look-up. However, this may generally not suffice to model the described time variant behaviour due to sound occlusions, reflections and diffractions that will happen in conjunction with real objects close to the device. 
The source thus believes that the direct representation of (relative) arrival times, gain and phase for each direction index and each mic channel is the preferable approach to represent the captured spatial sound with best accuracy. If certain geometry information of the capture device is additionally available, such data might be additional cues from which the IVAS codec operation may benefit, but such data would not obsolete arrival time, gain and phase parameters as IVAS coding cues.  

3. Conclusion and Proposal
The source would like to highlight that there continues to exist substantial uncertainty about MASA as audio input format for the IVAS codec. The discussion in this contribution illustrates that there are many conceivable approaches to MASA capture and MASA channel generation. It is also worth pointing out that there does not yet exist evidence that the MASA input format with one or multiple MASA channels offers merits in the context of IVAS. The source would be very interested to contribute to developing a common view in SA4 on these issues.
Upon potential acceptance of MASA as spatial audio format for IVAS, it is proposed to add the following new MASA parameters as indicated by the marked-up rows in the table below. It is further suggested that there should be an information element for the number of mics n at the capture device. In case, a parameter like the suggested ‘Channel audio format’ parameter of [1] gets agreed, it should have the capability to carry that information element.

	Field 
	Bits 
	Description 

	Direction index 
	16 
	Direction of arrival of the sound at a time-frequency parameter interval. Spherical representation at about 1-degree accuracy. 
Range of values: “covers all directions at about 1° accuracy” 

	Direct-to-total energy ratio 
	8 
	Energy ratio for the direction index (i.e., time-frequency subframe). 
Calculated as energy in direction / total energy. 
Range of values: [0.0, 1.0] 

	Spread coherence 
	8 
	Spread of energy for the direction index (i.e., time-frequency subframe). 
Defines the direction to be reproduced as a point source or coherently around the direction. 
Range of values: [0.0, 1.0] 

	Arrival time (mic 1)
	8
	Arrival time difference compared to origin for the direction index respective to mic 1.
Range of values: [-2.0, 2.0]ms (corresponding to max. ~68cm displacement from the origin). 

	Gain (mic 1)
	8
	Relative gain in dB of the sound for the direction index respective to mic 1.
Range of values: [10.0, -30.0]  

	Phase  (mic 1)
	8
	Phase shift in radians of the sound for the direction index respective to mic 1.
Range of values: [-Pi, Pi]  

	…
	
	

	Arrival time (mic n)
	8
	Arrival time difference compared to origin for the direction index respective to mic n.
Range of values: [-2.0, 2.0]ms (corresponding to max. ~68cm displacement from the origin). 

	Gain (mic n)
	8
	Relative gain in dB of the sound for the direction index respective to mic n.
Range of values: [10.0, -30.0]  

	Phase  (mic n)
	8
	Phase shift in radians of the sound for the direction index respective to mic n.
Range of values: [-Pi, Pi]  

	Diffuse-to-total energy ratio
	8 
	Energy ratio of non-directional sound over surrounding directions. 
Calculated as energy of non-directional sound / total energy. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 

	Surround coherence
	8 
	Coherence of the non-directional sound over the surrounding directions. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 

	Remainder-to-total energy ratio
	8 
	Energy ratio of the remainder (such as microphone noise) sound energy to fulfil requirement that sum of energy ratios is 1. 
Calculated as energy of remainder sound / total energy. 
Range of values: [0.0, 1.0] 
(Parameter is independent of number of directions provided.) 

	Distance 
	8 
	Distance of the sound originating from the direction index (i.e., time-frequency subframes) in meters on a logarithmic scale. 
Range of values: for example, 0 to 100 m. 
(Feature intended mainly for future extensions, e.g., 6DoF audio.) 
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