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[bookmark: _Toc495605954][bookmark: _Toc495606045][bookmark: _Toc527522250]6	VR QoE reference model under consideration
[bookmark: _Toc495605955][bookmark: _Toc495606046][bookmark: _Toc527522251]6.1	General description
A reference model for VR QoE measurement is illustrated in Figure 1Figure 6.1.1, defining a number of observation points where specific metric-related information can be made available to the Metrics Collection and Computation (MCC) function. The MCC can use and combine information from the different observation points to calculate more complex metrics. 
Note that these observation points are only defined conceptually, and might not always directly interface to the MCC. For instance, an implementation might relay information from the actual observation points to the MCC via the VR application. It is also possible that the MCC is not separately implemented, but simply included as an integral part of the VR application.. 
[image: ] [image: ]
[bookmark: _Ref502063462]Figure 6.1.1:1 Client rReference model for VR QoE measurement
[bookmark: _Toc495605956][bookmark: _Toc495606047][bookmark: _Toc527522252]6.2	Observation point 1
The access engine fetches the MPD, constructs and issues segment requests for relevant adaptation sets or preselections as ordered by the VR application, and receives segments or parts of segments. It may also adapt between different representations due to changes in available bitrate. The access engine provides a conforming 3GPP VR track to the file decoder.The network access element issues network request for VR content depending on the data received from Sensor and projection/orientation metadata carried in network manifest file receives network response containing VR content and decapsulates VR media stream from the network. 
The interface from the  network access elementaccess engine towards metric collection and computation (MCC) is referred to as observation point 1 (OP1) and. 
The OP1 is defined to monitor the following information:
· Aa sequence of transmitted network requests, each defined by its transmission time, contents, and the TCP connection on which it is sent; and
· Ffor each network response, the reception time and contents of the response header and the reception time of each byte of the response body.
· The projection/orientation metadata carried in network manifest file
· The reception time and intended playout time for each received segment.
[bookmark: _Toc495605957][bookmark: _Toc495606048][bookmark: _Toc527522253]6.3	Observation point 2
The file decoder processes the 3GPP VR Track and typically includes a file parser and a media decoder. The file parser processes the file or segments, extracts elementary streams, and parses the metadata, if present. The processing may be supported by dynamic information provided by the VR application, for example which tracks to choose based on static and dynamic configurations. The media decoder decodes media streams of the selected tracks into the decoded signals. The file decoder outputs the decoded signals and metadata which is used for rendering. 
The media processing element carries out demux and audio, image, video. The interface from the media processing elementfile decoder towards MCC is referred to as observation point 2 (OP2) and. 
The OP2 consists of encoded media samples, and OP2 is defined to monitor:
· media type, e.g. Mmedia resolution
· , Mmedia codec
· , Mmedia frame rate
· , Mmedia projection, etc 
· Mmedia decoding time
[bookmark: _Toc495605958][bookmark: _Toc495606049][bookmark: _Toc527522254]6.4	Observation point 3
The sensor extracts the current pose according to the user's head and/or eye movement and provides it to the renderer for viewport generation. The current pose may also be used by the VR application to control the access engine on which adaptation sets or preselections to fetch.
The sensor element acquires user’s head or body position, orientation and motion, the sensor may also acquire environmental data such as light, temperature, magnetic fields, gravity and biometrics etc. The interface from the sensor towards MCC is referred to as observation point 3 (OP3) and.
The OP3 is defined to monitor the information such as:
· Motion tracking information, e.g. 3DoF (Pitch, Yaw and Roll), 6DoF (X, Y, Z, Pitch, Yaw and Roll)Head pose
· [bookmark: _GoBack]Eye pose
· Pose tTimestamp when user movement is captured
· Depth
[bookmark: _Toc495605959][bookmark: _Toc495606050][bookmark: _Toc527522255]6.5	Observation point 4
The VR Renderer uses the decoded signals and rendering metadata, together with the pose and the knowledge of the horizontal/vertical field of view, to determine a viewport and render the appropriate part of the video and audio signals. 
The rendering element carries out colour conversion, projection, media composition and view synthesis for each VR media element.
The media presentation element synchronizes and presents mixed nature and sythentic VR media elements to provide a full immersive VR experience to the user. The interface from the media presentation towards MCC is referred to as observation point 4 (OP4) and.
The OP4 is defined to monitor the information such as:
· The media type
· The media sample presentation timestamp
· Wall cClock counter
· Actual presentation viewport
· Actual presentation time
· Actual playout frame rate
· Audio-to-video synchronization
· Video-to-motion latency
· Audio-to-motion latency
[bookmark: _Toc495605960][bookmark: _Toc495606051][bookmark: _Toc527522256]6.6	Observation point 5
The VR application manages the complete device, and controls the access engine, the file decoder and the rendering based on media control information, the dynamic user pose, and the display and device capabilities. The VR client control and management element manages client parameters such as display resolution, frame rate, field of view (FOV), eye to screen distance, lens separation distance, etc. 
The interface from the VR client control & managementapplication towards MCC is referred to as observation point 5 (OP5) and.
The OP5 is defined to monitor the information such as:
· Display characteristics, e.g. display resolution, display PPI
· M, ax display framerate
· Field of view, horizontal and vertical
· Eye to screen distance
· Lens separation distanceetc. 
· OS support, e.g. OS type, OS version
· MCC may acquire data from multiple OPs and derive or compute specific VR metrics such as latency or viewport package loss
· 
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