3GPP TSG-SA4 Meeting 100
S4-181147
15 – 19 October 2018, Kochi, India

Source:
Qualcomm Incorporated (Rapporteur)

Title:
FS_XR5G: Permanent document, v0.1
Agenda Item:
17.5
Revision history
	Version
	Date
	Meeting
	Subject/Comment

	0.1
	2018-10-19
	SA4#100
	Agreements from Video SWG during SA4#100


Contents

1Revision history 

1Contents 

21
Introduction 

22
References 

23
3GPP SA1 Related Work 

23.1
General 

23.2
Use Cases in TR 22.891 

43.3
Use Cases in TR 22.804 

43.3.1
Introduction 

43.3.2
5.3.10 Augmented reality 

53.3.3
5.7.4 Remote support for plant maintenance 

53.3.4
5.8 Programme Making and Special Events (PMSE) 

63.4
FS_NCIS “Network Controlled Interactive Service in 5GS” 

73.5
FS_AVPROD “Feasibility Study on Audio-Visual Service Production” 

84
Standardization Efforts Outside 3GPP 

84.1
Introduction 

84.2
MPEG 

84.2.1
Introduction 

84.2.2
MPEG-I Audio 

94.2.3
Point Cloud Compression (PCC) 

104.3
Khronos/OpenXR 

104.4
W3C 

114.5  ETSI 

114.6
VR-IF 

114.7
GSMA VR/AR Cloud 

114.8
ITU-T SG16 

125
Key technologies for Extended Reality 

125.1
Introduction 

125.2
Technology Clusters 

135.3
XR Form factors 

145.4
Ecosystems and Platforms 

155.5
XR Perception Requirements 



1
Introduction

During SA4#99 the New Study Item on “on eXtended Reality (XR) in 5G” in S4-180973 was agreed and afterwards approved in by SA plenary #81 in SP-180667. A Technical Report is developed in TR26.928. 
This document collects additional agreed information that either needs more refinement or input before added to the technical report or document the status of issues that are of no immediate relevance for the TR26.928.
2
References
[1] 3GPP TR 26.928 "Extended Reality over 5G"

[2] 3GPP TR 22.891 "Feasibility Study on New Services and Markets Technology"

[3] 3GPP TR 22.804 "Study on Communication for Automation in Vertical domains (CAV)"

[4] ISO/IEC 23090-4 Coded Representation of Immersive Media: Immersive Audio Coding

[5] ISO/IEC 23090-5 Coded Representation of Immersive Media: Video-based Point Cloud Compression
3
3GPP SA1 Related Work 
3.1
General

SA1 is the key group for use cases and requirements in SA4 and should be consulted. The study item description in SP-180667 lists the communication with 3GPP SA1 for use cases and requirements.
3.2
Use Cases in TR 22.891

TR 22.891 [2] on “Feasibility Study on New Services and Markets Technology” contains around 70 use cases that led to the definition of the 5G System. Of these 70 use cases, the following contain either Virtual Reality or Augmented Reality:
· 5.8 Flexible application traffic routing

· As mentioned in China IMT2020 white paper “5G Vision and Requirements” [3], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner.
· 5.10
Mobile broadband services with seamless wide-area coverage
· As a basic scenario of mobile communications, the seamless wide-area coverage scenario aims to provide seamless service to users. In future, mobile broadband services such as mobile cloud office, mobile cloud classroom, online games/videos, and augmented reality, etc. will become more and more popular and helpful. People hope mobile broadband services are provided wherever they go, for example, urban areas, rural areas, high-speed railways and fast ways between cities. That is to say, mobile broadband services are provided in seamless wide-area coverage
· 5.17
Extreme real-time communications and the tactile internet
· As mentioned in the NGMN 5G whitepaper and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks. Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis. Tactile internet applications require extremely low latency and high reliability and security.

· Examples of extreme real-time communications include:

· Truly immersive, proximal cloud driven virtual reality
· Remote control of vehicles and robots, real-time control of flying/driving things

· Remote health care, monitoring, diagnosis, treatment, surgery

· Target 1ms delay implies endpoints must be physically close. Maximum distance between endpoints depends on delay budget per link.

· 5.37
Routing path optimization when server changes
· The further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay.

· In order to ensure good user experience, the server near to the end-user may be utilized to serve these types of services, and the operator network needs to ensure optimized data path between end-user and server to address the immersive services requirement on delay, for example, based on the terminal and server location.

· 5.50
Low-delay speech and video coding
· Current speech codecs have an inherent coding delay of 20-40 ms. Such a coding delay is not a problem during a phone call because even a 400 ms one-way delay between speakers does not seriously impair an interactive discussion. Moreover, most systems, at least if the speakers are not on different continents, offer a relatively short transmission delay between speakers. The advantage with a higher coding delay (i.e., 20-40 ms) is that it makes it easier to compress the speech signal, either to reduce the bandwidth or to transmit a higher-quality signal.

· When voice is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting, the requirements on the speech coding delay become tougher to meet, and current coding delays are too high. To support interactivity, the one-way delay for speech should be 10 ms (or lower).
· Augmented reality, virtual reality, three-dimensional (3D) services will be among the services which play an increasingly significant role in the 2020+ timeframe. That is, video will be used more broadly. These scenarios have critical requirement on transfer bandwidth and delay to guarantee good user experience compared to current video service.
· Frame rates, resolution and bandwidth are different aspects of video codec.

· The higher the frame rates (frames per second) the better the video quality, virtual reality may require the capability of displaying content at frame rates of 120 fps or more.

· In order to fulfil the performance (e.g. latency) requirement of future video usage, there is trade-off between complexity and bandwidth usage. But, more complexity (e.g. more complicated compression improvement) implies higher performance processors are required to fulfil the latency requirement.
3.3
Use Cases in TR 22.804
3.3.1
Introduction

The Rel-16 TR22.804 [3] focuses on 5G communication for automation in vertical domains. This is communication that is involved in the production of and working on work pieces and goods, and/or the delivery of services in the physical world. Such communication often necessitates low latency, high reliability, and high communication service availability. Nevertheless, other types of communication are also possible in this area. Moreover, communications with low latency, high reliability, and high communication service availability, and other, not so demanding communication services, may run in parallel on the same 5G infrastructure.

3.3.2
5.3.10
Augmented reality

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

Monitoring of processes and production flows

Step-by-step instructions for specific tasks, for example in manual assembly workplaces

Ad-hoc support from a remote expert, for example for maintenance or service tasks

In this respect, especially head-mounted AR devices with see-through display are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such AR devices are worn for a longer period of time (e.g., one work shift), these devices have to be lightweight and highly energy-efficient while at the same time they should not become very warm. A very promising approach is to offload complex (e.g., video) processing tasks to the network (e.g., an edge cloud) and to reduce the AR head-mounted device’s functionality. This has the additional benefit that the AR application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. A possible processing chain for such a setup is depicted in Figure 5.3.10.1-1.
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Figure 5.3.10.1-1: Possible processing chain for an augmented reality
 system with offloaded tracking and rendering

Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 
Some of positioning related service requirements for this use case can be found in [66] [67].
This use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Clause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) is not required. 

3.3.3
5.7.4
Remote support for plant maintenance

This use case covers applications which feature a temporary support for augmented-reality devices such as glasses for remote support of maintenance / retrofitting work. This use case encompasses the uplink of video streams and the downlink of the projection of virtual-reality elements.

3.3.4
5.8
Programme Making and Special Events (PMSE)

The Programme Making and Special Events (PMSE) industry is the main driver behind professional equipment for the culture and creative industry (CCI). The PMSE industry comprises all kind of production, event and conference technologies. It can be categorised into audio (e.g., microphones, in-ear monitor), video (e.g., cameras, displays and projectors) and stage control systems.

In today’s typical professional live production setups, lot of wireless PMSE equipment is in use. For instance, artists on stage use wireless microphones in combination with wireless in-ear monitoring systems. Another example is the delivery of live content from wireless cameras to big video panels placed around the stage. Every wireless audio/video link is composed of one transmitter and its destined receiver, which provides the input data for the further processing chain, or in case of an in-ear monitor system the audio stream for the artist on stage.

From a PMSE point of view, the complete on-site 5G system may be seen as part of a local high quality PMSE network (see Figure 5.8.1.1-1), processing audio and video data streams with a guaranteed quality of service regarding latency, audio/video quality, number of wireless links per site and reliability, as well as control data for remote control of wireless devices. Such local, high-quality wireless networks for audio and video are relevant for all kind of live production sites, such as concerts, TV shows, sports events, theatres and musicals, press conferences, and electronic news gathering.

The live event scenario, based on a local high-quality wireless network, offers the possibility to establish new kinds of audience services, e.g., individualised audio mixes or different camera angles, both of which provide new means of user experience. The respective content can be received with future standard consumer hardware (e.g., smartphones). These services also might help people with impaired vision or hearing to follow live events.
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Figure 5.8.1.1-1: Vision of PMSE applications within 5G

In the following, some of the most relevant PMSE use cases are described and analysed in detail. These use cases can be mapped to relevant PMSE application areas as shown in Table 5.8.1.1-1.

Table 5.8.1.1-1: Mapping of the considered use cases (columns) 
to PMSE application areas (rows)

	
	Live performance
	Local Conferencing
	High Data Rate Video Streaming
	Immersive Audio

	Audio
	X
	X
	
	X

	Video
	
	
	X
	

	Stage Control 
	
	
	
	

	Audience Services
	
	
	
	X


3.4
FS_NCIS “Network Controlled Interactive Service in 5GS”
The approved Rel-17 SA1 feasibility study FS_NCIS on “Network Controlled Interactive Service in 5GS” addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180341). Specifically, it says as justification:

With the expectation that 5G consumer UEs, existing or some new form devices (e.g. VR/AR devices, robot, etc.) being used for different use cases in a number of different environments, e.g. entertainment in home party or bar, or education in office, becomes interested for supporting data sharing and data exchanging between users, thus, it is necessary to investigate new use cases and requirements, like lower latency, higher throughput, higher reliability, higher resource/power efficiency etc, for such interactive services.
In EPS, 3GPP has completed various studies and works to provide efficient communication for mobile broadband service and proximity service, but how to support interactive service between users, in different use cases has not been studied.  
The objectives of the work read as follows:

The aim of this work is to study the use cases and to derive potential service requirements to provide users with interactive services. Aspects to be studied include:

· New use cases and new requirements for Interactive Services 

· After the use cases have been identified, service requirements and KPIs will be studied including QoS, operator control, charging, etc.
· Gap analyses between new requirements and existing eMBB service requirements contained in New Services and Markets Technology Enablers (SMARTER) (i.e. TS 22.261) for supporting interactive service
· Gap analyses between new requirements and existing ProSe requirements for supporting interactive service
Whereas the above study item primarily focuses on the impact on network and radio aspects, the use cases and requirements are quite likely relevant also for FS_XR5G.

3.5
FS_AVPROD “Feasibility Study on Audio-Visual Service Production”
The approved Rel-17 SA1 feasibility study FS_AVPROD on “Feasibility Study on Audio-Visual Service Production” is a follow up of clause 5.8 from TR 22.804 and addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180340). Specifically, it says as objectives:

The objective is to study scenarios and use cases and propose potential requirements for AV production in 5G.
The objectives include, but are not limited to:

· Identification of scenarios and use cases for 3GPP AV production support; investigate

· provision of pre-defined data capacity;

· end-to-end latency and other QoS requirements;

· power consumption of mobile terminals;

· dependability assurance and related topics (isolation, QoS monitoring …);

· time synchronisation of up to thousands of devices (cameras, microphones, in-ear monitors, etc.) at application level;

· support for airborne equipment for a height up to 1000 m;

· mobility support for ground speeds of up to 400 km/h

· set-up time for production equipment with consideration to self-organizing / self-awareness;

· adaption of quality to available bandwidth, especially while using hundreds of devices;

· support for special and regular audio / video codecs;

· support  of audio / video equipment management systems;

· secure transmission with end-to-end media encryption;

· broadcast of a production based master clock (time code generator / inserter);  

· identification of potential service requirements;
The study shall take into consideration existing reports and specifications in order not to duplicate work (e.g. FS_CAV, FLUS, etc). It is expected that various common service requirements and synergies will be identified within the course of the work. 

4
Standardization Efforts Outside 3GPP 

4.1
Introduction

This clause provides a brief overview on ongoing standardization, pre-standardization and industry for XR related activities. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once it has reached mature enough details. 
4.2
MPEG

4.2.1
Introduction

In October 2016, MPEG initiated a new project on “Coded Representation of Immersive Media”, referred to as MPEG-I. The proposal was justified by the emergence of new devices and services that allow users to be immersed in media and navigate multimedia scenes. It was observed that a fragmented market exists for such devices and services, notably for content that is delivered “over the top”. The project is motivated by the lack of common standards that do not enable interoperable services and devices providing immersive, navigable experiences. The MPEG-I project is expected to enable existing services in an interoperable manner and to support the evolution of interoperable immersive media services. Enabled by the Parts of this Standard, end users are expected to be able to access interoperable content and services, and acquire devices that allow them to consume these.

After the launch of the project, several phases, activities, and projects have been launched that enable services considered in MPEG-I.

The project is divided in tracks that enable different core experiences. Each of the phases is supported by key activities in MPEG, namely in systems, video, audio and 3D graphics-related technologies.

In support of these tracks, additional enablers are created that support and augment some or each of these tracks, e.g. Immersive Media Metrics (part 6), Immersive Media Metadata (part 7) and Network-Based Media Processing (part 8).

Core technologies as well as additional enablers are implemented in parts of the MPEG-I standard. Currently the following 8 parts are under development:

· Part 1 – Immersive Media Architectures
· Part 2 – Omnidirectional MediA Format
· Part 3 – Versatile Video Coding
· Part 4 – Immersive Audio Coding
· Part 5 – Point Cloud Coding

· Part 6 – Immersive Media Metrics

· Part 7 – Immersive Media Metadata

· Part 8 – Network-Based Media Processing
In addition, additional technical components may be provided in existing MPEG specifications outside of MPEG-I (e.g., HEVC and AVC) in order to create interoperable immersive experiences.

4.2.2
MPEG-I Audio
During SA4#100, MPEG informed 3GPP SA4 on their work on audio in the context of MPEG-I in S4-181212.

WG11 would like to inform 3GPP/SA4 of its ongoing work in MPEG-I Immersive Audio Coding.  MPEG-I seeks to provide an immersive virtual audio and visual experience to users wearing a head-mounted visual display (HMD) and audio headphones (or using loudspeakers). The user’s view and perception of the virtual reality (VR) is responsive to user motion (i.e. position and orientation), and interaction with selected virtual items. In a similar way, MPEG-I will support augmented reality (AR) in which virtual objects and associated sounds are placed in the user’s view of the physical world. The project will use the existing MPEG-H 3D Audio Low Complexity Profile (ISO/IEC 23008-3) as a compression engine, and the to be standardized technology MPEG-I Immersive Audio (ISO/IEC 23090-4), as an audio rendering engine. 

In the case of multiple users in a VR world, or even users outside of it, WG11 will support users speaking with other users via a low-latency communications channel. Modules supporting this functionality are shown in purple in the MPEG-I Audio architecture figure below. WG11 envisions that a remote user’s audio signal and associated metadata (such as position and orientation) will be received by the local MPEG-I Audio rendering engine via a standardized, normative interface (located at output of Low-Delay Decoder, and at the output of the Multi-User Data module, below), but that the means for compressing and conveying the remote user’s audio signal would be out of scope. This audio may be immersive, and may carry audio and metadata together in one stream. While WG11 has standardized communications codecs that might be appropriate (e.g. MPEG-4 Low Delay AAC), other communications codecs such as those standardized by 3GPP could also be used.
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WG11 is currently formulating an architecture and requirements for MPEG-I Audio, as shown above, and envisions a Call for Proposals for MPEG-I Audio technology sometime in 2019, potentially leading to an MPEG-I Audio standard as early as 2021.

WG11 hopes that this information is of interest to 3GPP. Furthermore, WG11 kindly asks 3GPP to keep WG11 informed of work done in 3GPP/SA4 on standardization for VR applications.

4.2.3
Point Cloud Compression (PCC)

During SA4#100, MPEG informed 3GPP SA4 on their work on Point Cloud Compression (PCC) in the context of MPEG-I in S4-181213.

SC29/WG11 would like to inform you of its ongoing work in MPEG-I Point Cloud Compression (PCC). Point clouds are becoming popular to present immersive volumetric video due to the relative ease of capture and render when compared to other volumetric video representation. Several applications include six Degrees of Freedom (6 DoF) immersive video, VR/AR, immersive real-time communication, autonomous driving, cultural heritage and a mix of individual point cloud objects with background 2D/360 video. PCC is considered to provide good immersiveness at reasonable bandwidth for deployment of said applications on future networks.

During the 124th MPEG meeting, we promoted a video-based point cloud compression standard to the Committee Draft stage that is leveraging the existing and future video compression technologies and the video eco-system in general (hardware acceleration, transmission services and infrastructure) while enabling new kinds of application. The current PCC test model encoder implementation shows compression performances of 125:1 while achieving good perceptual quality. 

SC29/WG11 hopes that this information is of interest to you and seeks collaboration on enabling the deployment of PCC. 



Reference:

Text of ISO/IEC 23090-5 CD Video-based Point Cloud Compression N18030

http://wg11.sc29.org/doc_end_user/documents/124_Macao/wg11/w18030.zip (to be available on Dec 7, 2018)

An introduction to V-PCC  ( http://wg11.sc29.org/files/pcc/PX_PC.pptx )

4.3
Khronos/OpenXR

The Khronos group announced a VR standards initiative which resulted into OpenXR (Cross-Platform, Portable, Virtual Reality) defining an APIs for VR and AR applications. Further information is available here: https://www.khronos.org/openxr. OpenXR defines two levels of API interfaces that a VR platform’s runtime can use to access the OpenXR ecosystem:
· Apps and engines use standardized interfaces to interrogate and drive devices. Devices can self-integrate to a standardized driver interface.

· Standardized hardware/software interfaces reduce fragmentation while leaving implementation details open to encourage industry innovation.
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Figure 2. OpenXR Architecture Design Goals (source: https://www.khronos.org/openxr).

The latest public information from SigGraph is available here

· OpenXR – First Public Demonstrations at SIGGRAPH 2018 with details here. 

· Details on the status are provided here: 
· https://www.khronos.org/blog/openxr-first-public-demonstration-at-siggraph-2018. 

· https://www.khronos.org/events/2018-siggraph

4.4
W3C

The WebXR Device API Specification (https://immersive-web.github.io/webxr/) provides interfaces to VR and AR hardware to allow developers to build compelling, comfortable VR/AR experiences on the web. It is intended to completely replace the legacy WebVR specification when finalized. In the meantime, multiple browsers will continue to expose the older API. The latest “WebXR Device API, Editor’s Draft, 20 August 2018” is available here https://immersive-web.github.io/webxr/spec/latest/ and provides an interface to VR/AR hardware. It is marked as “UNSTABLE API”.

Additionally, there has been a presentation at 3GPP/VRIF workshop which is accessible here http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Joint%203GPP%20SA4%20-%20VRIF%20Workshop%20on%20VR/Docs/VRSTD-03%20W3C%20Wendy%20Seltzer.zip but only provides a rough overview about W3C and W3C Immersive Web: Virtual and Augmented Reality (https://www.w3.org/community/webvr/).

4.5  ETSI

ETSI launched new group on augmented reality (http://www.etsi.org/index.php/news-events/news/1244-2017-12-news-etsi-launches-new-group-on-augmented-reality), specifically a Augmented Reality Framework Industry Specification Group (ARF ISG) which can be found here http://www.etsi.org/technologies-clusters/technologies/augmented-reality. “In this initial phase of work the ARF ISG is interested in hearing from the industry about AR industrial use cases, obstacles encountered when deploying (pilot) AR services and requirements for interoperability.”
4.6  
VR-IF 

VRIF published guidelines at CES 2018, and these are available here http://www.vr-if.org/guidelines/: The initial release of the VRIF Guidelines focuses on the delivery ecosystem of 360° video with three degrees of freedom (3DOF) and incorporates:
· Documentation of cross-industry interoperability points, based on ISO MPEG’s Omnidirectional Media Format (OMAF)
· Best industry practices for production of VR360 content, with an emphasis on human factors such as motion sickness
· Security considerations for VR360 streaming, focusing on content protection but also looking at user privacy.

From public communication at IBC, the following information is collected.

· VRIF members exhibited at IBC2018 (see vr-if.org). Release 2 still planned for early 2019. Guidelines for use of text and fonts moving ahead well; will likely explicitly address subtitles too. 
· Upcoming versions

· Live VR 360 Services

· Use of HDR in VR 

· Text and fonts, including subtitles

· Security: watermarking in VR content 

· Adding Presentation APIs to Guidelines likely only beyond 2.0

· Testing and Interop: slowly moving ahead
4.7  
GSMA VR/AR Cloud

GSMA has initiated work on VR/AR Cloud https://www.gsma.com/futurenetworks/technology/understanding-5g/cloud-ar-vr/
Virtual Reality (VR) and Augmented Reality (AR) are transformative technologies which will revolutionise the consumption of content in both the consumer and enterprise sectors. With more and more services moving to the Cloud, VR/AR will likely follow the trend. AR/VR requires significant data transfer, low latency, big storage and massive computing capabilities, where telecom operators can play important roles via 5G, Edge Computing and the Cloud. The GSMA would like to establish a Cloud VR/AR Forum focusing on the following topics, in order to help operators tackle the challenges of this new service:
· Identify the key use cases in Cloud VR/AR
· Investigate value chain, stakeholders and business models
· Share case studies and best implementation practices
· Define a recommended service architecture to accommodate 5G Cloud based services

4.8 
ITU-T SG16
During SA4#100, ITU-T Q8/16 informed 3GPP SA4 of the start of the approval process (AAP Consent) of three of its work items on immersive live experience (ILE) in S4-181024:

ITU-T Question 8/16 would like to inform you that the following new Recommendations were consented at SG16 meeting in Ljubljana, 9-20 July 2018.

–
H.430.3 (ex H.ILE-SS): Service scenario of immersive live experience (ILE)

–
H.430.1 (ex H.ILE-Reqs): Requirements for Immersive Live Experience (ILE) services

–
H.430.2 (ex H.ILE-FW): Architectural framework for immersive live experience (ILE) services

These Recommendations provide basic information of ILE, such as use cases, definition, high-level requirement and architectural framework, respectively. Q8/16 believes these Recommendations can help your work on immersive services. Q8/16 would like to thank your organization for providing information related to immersive services, and for collaborating in the area of standardization work.

Q8/16 still has a work item on MMT profile for immersive live experience services, so would like to continue further collaboration in study area of immersive services.
Especially the service scenarios were considered relevant for FS_XR5G.
5 Key technologies for Extended Reality 
5.1
Introduction

This clause provides a brief overview on key technologies for extended reality. The information is expected to be updated regularly with new information being received. Relevant information may be added to TR26.928, once the descriptions has matured. 
5.2
Technology Clusters
The following technology clusters are identified would deserve description and definition.
· Content representation

· Scene description

· Visual

· Meshes

· Projected Video

· Point Cloud

· Light field 
· Text/graphics
· Audio

· Object/scene based
· Capturing systems and Production

· User-Generated
· Professionally Cinematic

· Professional Live event

· Computer-Generated (synthetic)

· Mixed
· Devices

· VR
· Cardboards

· Standalone HMD

· Flat rendering (smartphone, tablet, TV...)

· AR
· Phone-based 

· Glasses

· Head-up display

· Platforms and Ecosystems
· AR/VR SDKs

· See below...
· Device/Chipset

· GPU

· Decoders

· Encoders

· Dedicated software?

· AI functions

· Sensors(e.g. depth, tracking...)/cameras

· Interfaces

· Display technologies

· Compression and Delivery - connectivity

· PCC

· MPEG-I audio

· Bluetooth/ USB-C/HDMI... 5G!

5.3
XR Form factors

Extended reality addresses also different form factors as shown in Figure 1. More details are expected to provided. 
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5.4
Ecosystems and Platforms

Oculus:

· Primary Focus: VR (Standalone and PC)
· Devices: Go (3DoF) launched, Quest (6DoF) early 2019
Google:

· Primary Focus: AR/AI (Smartphones + Lens) + Enterprise Glass

· Some technologogies
· Daydream VR
· ARCore
· Smart Lenses
· Google Glass 
HTC Vive

· Primary Focus: VR (Standalone and PC)
Microsoft

· Primary Focus: AR (Standalone), PC VR
Apple:

· Primary Focus: AR/AI (Smartphone and Sensors)
· Some technologies:

· ARKit

Samsung:

Magic Leap

· Magic Leap Display Technology
· Images are “projected” onto the focal planes via waveguide.

· Six-layer waveguide display (akin to placing two translucent mini-TVs in front of one another). 

· Custom projector and lens combination system that displays red, green, and blue colors at separate depths

· Creates the illusion of three-dimensional objects that can more realistically appear to blur with distance.

Also lots of activities start in China.

5.5
XR Perception Requirements

	Awareness of the user:

· Head-tracking

· Eye-tracking

· Face expression

· Hand tracking

· Body tracking

· Body pose est.
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	Awareness of the environment

· Safe zone discovery

· Dynamic obstacle warning

· Geometric and semantic environment parsing

· Environmental lighting

· World mapping
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