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1 Introduction
This document this is providing a bit of a status update on what is happening in the media world. We should reflect some of these tendencies in defining the conclusions and outlook for any normative work in the future.
2 Media Distribution Work outside 3GPP

2.2 Introduction
DASH-IF and DVB are currently developing DASH-based solutions for low-latency streaming. The key issue in the work is the ability that services can be offered such that the end-to-end latency is bounded and on par with other TV distribution means. Different latencies may be considered:

· End-to-End Latency (EEL): The latency for an action that is captured by the camera until its visibility on the remote screen.

· Encoding+Distribution Latency (EDL): The latency of the linear playout output (which typically serves as input to distribution encoder(s)) to the screen 

In addition to the end-to-end latency, also the start-up delay or once in a while referred to as channel change time is of relevance. Also in this case two different delays may be differentiated:

· Live Edge Start-up Delay (LSD): The time between a user action (service access or service join) and the time until the first media sample of the service is perceived by the user when joining at the live edge

· Seek Start-up Delay (SSD): The time between a user action (service access or service join) and the time until the first media sample of the service is perceived by the user when seeking to a time shift buffer.
In addition, yet another aspect is the ability to synchronize presentation accurately across different devices for consistent user experience. 

DVB for example targets technologies that enable (but not require the following numbers)

· Encoder to Screen Latency of 3.5 seconds

· Live Edge Start-up Delay in the order of 1 second or less

· presentation of a media time at a specific wall-clock time within 500ms tolerance

Another requirement from DVB is formulated, namely that a service offering can be provided such that it is backward-compatible to existing clients which then would observe a longer latency.

Yet another requirement in DVB is the ability that a service does not necessarily have to run at the lowest required latency, but if beneficial for network resources and coding efficiency, the service may be setup to operate with longer latency. This decision may be taken by the device based on its environment, or it may be taken by the service provider, or both.

This document briefly reviews the considered technologies and addresses a specific need of explicit service description.

2.3 Considered Technologies

Figure 1 provides an overview of the considered architecture. In this case an ABR encoder may for example produce CMAF/DASH segments and a DASH packager generates the MPD and publishes the data as DASH segments on an origin server. The DASH clients, based on the information in the MPD, initiate their streaming logic and the playout. A regular client may playout the Media Presentation with a for example a 10 second latency, based on its buffer logic. A Low-Latency client may however identify that it is able to reduce the end-to-end latency and therefore provide a better streaming experience. Note that regular clients may also be used for catch-up services.
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Figure 1 Considered Architecture

Figure 2 shows the basic operation of the packager in the considered low-latency mode. ISO BMFF movie fragments, or CMAF chunks are produced and then mapped by the DASH packager to HTTP chunks. DASH clients still request full segments, but the DASH packager starts delivering segments earlier than their complete availability.
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Figure 2
A summary of the key technologies for DASH low-latency beyond the regular operation is provided in the following:

· Multiple Movie Fragments per Segment to enable producing the earlier part of the segment and offering it on the CDN.
· The chunk duration is a deployment option, but examples are: 1 frame, 320ms, “Mini-GOPs”

· Signaling early availability in MPD
· Supported already in the DASH MPD using the @availabilityTimeOffset and @availablityComplete attributes that signal early availability of the Segment compared to the nominal availability time. 
· Using @duration and $Number$ for signaling URLs and availability times
· We identified an issue with Segment Timeline which requires the duration of the Segment to be known to announce

· Signaling of capture time of the frame and prtf

· See discussion in Amd.5 of DASH
· HTTP Chunked Transfer Encoding of partially available files

· This is discussed in the above context
· Support for Emsg parsing 
· Should be used for MPD updates

· Should also be available for signaling sparse metadata
· DRM and Encryption for Live and low-latency 

· We need to ensure that licence acquisition can be done in the latency constraints and does not overload in network infrastructure

· Addressed in DASH-IF
· Consider signaling of missing or non-appropriate content

· See discussion in Amd.5

· Accelerated playback in the device to address both low latency and fast startup

· This is considered a valuable addition to ensure that latency can be maintained without sacrificing channel access and 

· Needs some detailed discussion on encoding and device capabilities

· Under discussion in DVB and DASH-IF likely not affecting core interop

· Discussion on new HTTP variants, for example to support queued requests

· In discussion in DASH-IF, likely will be pushed to IETF

· Explicit signaling for low latency mode (format signalling or also the protocol)

· Requires consideration on the service properties

· This aspect is discussed further in the remainder of this document
2.4 Service Configuration today

In today’s DASH deployments, the DASH client has significant control over the algorithms and user perception for a DASH service. The DASH client may for example decide on the use rate adaptation algorithm, the buffer strategy, the buffer duration and the resulting latency and channel change times. However, by leaving all decisions to the client, this may result inconsistent behavior as different client implementation may for example chose different strategies and therefore, as an example, you may observe significantly different latencies for the same service on different clients.

In the case for which an application controls the playback of the service, the application may also control the client. As an example, the figure below shows the integration of a dash.js client into a service environment. Dash.js in the current implementation 2.9.0 support a set of APIs that the application can use to set the client to low-latency mode and determine the delay. In the example below the delay is set to 1 indicating the goal of 1 second. In tests run, such a setting did however result in a delay of 2.2 seconds.
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Figure 3 Client configuration with dash.js

This scenario has several downsides in deployments for which a service is offered to different DASH client implementations:

· The application-based solution is not reliable, some environments work for example w/o applications, or the application is not able to access the dash client. Also DASH client APIs may be different, there is no common solution and settings of the parameters are not possible.
· The DASH client needs to make complex decisions based on information from the service offering, the device capabilities, user interaction and network status – such information may not be expressed consistently.
· The service provider wants to express the desired service perception supporting/forcing the DASH client to appropriate execute the rate adaption.

Hence there is a benefit to define service parameters more consistently and enable to deliver these service parameters as part of the MPD. The usage of the client of the service parameters may be up to the client implementation, but it may also be the case that in certain application standards, stronger requirements are formulated on the client to fulfill such service parameters.

The next clause discusses a few use cases that may be considered as service parameters.

2.5 Service Properties

The following use cases may be considered as service configurations

1) The service has a desired end-to-end latency whereby the content contains some anchors that maps the media time to wall-clock time (or any other time reference the DASH client has access to) and the DASH client therefore playback the service at this latency.

2) The service may have a gradual degradation over latency, starting from a minimum value. For example, at 3.5 sec latency the quality is considered high, at 10 second medium and 30 second delay in the live consumption it is considered low.

3) In a live case, the service may ask that in case of rebuffering the service returns to the live delay quickly as possible, not delaying service. In another case the service may preferably be not jump back to the live edge.

4) Yet another service attempts to synchronize to another device, and this service is only valuable if it maintains a specific latency. Should the latency be greater than the one requested, then service quality is useless.

5) The service offering may provide a desired access time, or it may provide quality degradation over the service access time.

6) The editorial nature of the content may be such that it becomes unsuitable for presentation with latency beyond a particular limit, e.g. because viewer interaction (voting etc.) is no longer possible. 

7) The service is a UHD service and the service quality is judged based on what Representation and Adaptation Set is chosen, potentially over time.

8) The service has a multitude of offerings, for example it is offered in SD, HD and UHD. Depending on the device capabilities, for example the device display resolution, the client is expected to pick a matching Adaptation Set

9) Similar aspects may be considered for audio, based on the speaker layout a dedicated Adaptation Set should be picked.

10) The service quality may be described based on the maximum rebuffering percentage that a client should obey, or it may provide a quality degradation over the rebuffering ratio.

11) The service may allow accelerated or decelerated playback of the media to compensate buffer problems. A maximum and a minimum of permitted acceleration/deceleration may be specified.

12) In case of stalling, permit the client to add local content, such as ads.

13) In the case of buffer starvation in one Adaptation Set, e.g. video, permit the client to continue with others, e.g. play audio only temporarily with a frozen picture.

Other aspects could be considered and some extensibility or proprietary signaling may be considered.

Such degradations may be expressed in for example MOS score, or it may be expressed as abstract point scales, for example from 0 (unusable quality) to 100 (perfect quality).

The DASH client uses than one or multiple of these parameters for the static selection of content as well as for the dynamic operation of playback to create a utility function that takes into account the different dimensions of the service offering.

2.6 Next steps

MPEG decided to define a service description table that can be mapped to the MPD, but may also be available outside. As this service description may also impact 5G Distribution, 3GPP should carefully check this as well. It is also aligned with the policy discussion.
2.7 Other Issues

On the above architecture, IF-1 is mentioned as well. A key industry trend is the use CMAF as a common format. CMAF conforms to 3GPP-DASH (after a fix is done that was agreed at MPEG last week). In addition, an important aspect are issues around

· Ingest: A draft RFC was published https://tools.ietf.org/html/draft-mekuria-mmediaingest-01 and DASH-IF, based on the request of the editor’s will likely start work defining a proper specification non this topic.

· Ad Insertion: The above workflow also needs to work with ad insertion workflow. For this purpose the consistent usage of SCTE-35 is important and the inclusion on DASH workflows. DASH-IF is currently developing this. More details are provided in the next clause
· Events: An open question is how to use events – see discussion in SerInter task force
2.8 Ad Insertion

DASH-IF is working on ad insertion. The architecture under consideration is provided below.
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A refinement is provided below for the Server Directed Ad insertion.
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On interface 1

· Content Conditioning at Content Splices 
· MPD signaling at Content splices 
· Create Period start
· Signal period connectivity
· Set presentation time offset correctly
· Make sure that A/V sync is maintained

· Ad specific signalling, if any
· Client Requirements
· Play this content “seamlessly“ including AV sync
· Do additional actions reacting to add specific signaling in MPD or segments
· No xlink, no MPD updates (at least not specific requirements), no SCTE-35 

On Interface 2: SCTE-35 usage, but also other ad insertion aspects

On Interface 3: What is the communication between ad server and content server

On Interface 4: Very clear interop on xlink
The architecture was more or less confirmed on what for example Hulu does today. http://www.streamingmedia.com/Articles/Editorial/Featured-Articles/Hulu-Talks-About-the-Challenges-of-Live-Video-One-Year-Later-127464.aspx
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3 Some Additional Information

In a presentation provided recently on interop aspects, some additional aspects are addressed. The slides are attached.
4 Proposal

The document lists a few convergence points that 3GPP should not ignore. It is proposed to continue to collect outside information and map the convergence aspects.
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