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1 Introduction
During SA4#99 the New Study Item on “on eXtended Reality (XR) in 5G” in S4-180973 was agreed and afterwards approved in by SA plenary #81 in SP-180667.

The objective of this Study Item is to investigate the relevance of Augmented and Extended Reality in the context of 3GPP by:

· Analysing the different technologies and equipment in place that provide an Extended Reality experiences.

· Collecting the associated use cases and identifying the 3GPP service(s) they map to

· Analysing and identifying the media formats (including audio and video), metadata, accessibility features, interfaces and delivery procedures between client and server required to offer such an experience

· Identifying relevant client and network architectures and APIs that support XR use cases

· Identifying relevant QoS service parameters and other core network and radio functionalities that would be required or at least beneficial for XR use cases
· Collecting key performance indicators for relevant XR services and the applied technology components.

· Possibly conducting subjective tests so as to estimate the audio and video formats and encoding parameters required for ensuring the quality of experience as considered necessary

· Studying the processing requirements (both audio and video) and associated issues such as spatial resolutions, frame rate, latency and accuracy of field of “view” rotation

· Collecting information on market and standardization status and communication with relevant 3GPP groups and external organizations

· Drawing conclusions on the potential needs for standardization in 3GPP.
This document provides a brief overview on ongoing standardization, pre-standardization and industry for a activities. It is proposed to reach out to the relevant groups and ask them for relevant input on use cases and requirements. 
2 3GPP SA1 Related Work

2.2 Introduction

SA1 as the key group for use cases and requirements should be consulted. This is also part of the work item description.
2.3 Use Cases in TR 22.891

TR 22.891 on “Feasibility Study on New Services and Markets Technology” contains around 70 use cases that led to the definition of the 5G System, Of these 70 use cases, the following contain either Virtual Reality or Augmented Reality

5.8 Flexible application traffic routing

5.8.1
Description

As mentioned in China IMT2020 white paper “5G Vision and Requirements” [3], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay between the terminals, and the future network shall be able to transfer these data traffic in a flexible and efficient manner. 
5.10
Mobile broadband services with seamless wide-area coverage

5.10.1
Description

As a basic scenario of mobile communications, the seamless wide-area coverage scenario aims to provide seamless service to users. In future, mobile broadband services such as mobile cloud office, mobile cloud classroom, online games/videos, and augmented reality, etc. will become more and more popular and helpful. People hope mobile broadband services are provided wherever they go, for example, urban areas, rural areas, high-speed railways and fast ways between cities. That is to say, mobile broadband services are provided in seamless wide-area coverage [3] [4] [5]. 

Here is an example of this use case.

1. 
Jack works in an urban city, and today he travels on a business trip. He takes a taxi to the high-speed railway station, and spends 4 hours on the high-speed train. Meanwhile, some urgent work needs to be settled. He continues to work on the taxi and the train using his smart phone or laptop as if he was working in his office. Necessary relevant data (such as document, video, etc.) is obtained from the company’s cloud storage server. He can communicate with his colleagues and share the work results with them conveniently and timely.

2.
Getting off the train, he arrives at the destination which is in rural areas and meets his customers. He introduces a new product of his company to customers, and at the same time, a video conference by operators’ network is held so that his colleagues who are still in their office can also get involved.
3.
After the conference, Jack feels tired and goes to the company’s guest room which locates beside the factory. It’s the evening game time, by connecting to the operators’ network; he plays online games with his friends.

4.
On the return high-speed train, he watches the football match online that he missed last midnight using his smart phone.
In this case, Jack gets consistent user experience of mobile broadband services on his trip, including on the taxi, the high-speed train, and the rural areas with the assist of operator’s network.

However, according to above steps 1 and 4, i.e., when Jack is on high speed train, besides the original requirements, the high speed moving scenario is also required to consider some other necessary issues as follows:

-
A high speed moving train usually contains hundreds of passengers (e.g., 500 passengers in a train). Therefore, it may consider that at least hundreds of active UEs may access the internet for different services/applications in a high speed train. Thus, the system shall provide sufficient bandwidth for these active UEs simultaneously at least.
-
Some users may use on-line gaming or other real-time applications/services for spending travelling time in the high speed moving train. Therefore, these kinds of applications/services still require stringent delay requirement (e.g., 10 ms E2E delay) such that users can have satisfaction with these applications/services.

5.14
Tactile Internet

5.14.1
Description

Tactile internet, defined as "Extremely low latency in combination with high availability, reliability and security will define the character of the Tactile Internet", makes the cellular network an extension of our human sensory and neural system. Human sensory system requires a millisecond or lower latency to give the impression of immediate response. If the force feedback from a remotely operated tool comes too late, the operation of the tool becomes difficult. If the visual feedback from a virtual or augmented reality headset arrives too late, the human operator may have nausea.

Another important requirement for tactile internet is very high reliability: if the human operator operates a device that interacts with its surroundings, it is very important that he remains in full control of that device all the time. This makes also the security important: the connection must remain intact and secure, without the possibility for outsiders to block, modify, or steal the connection.

Related material can be found in;
- 
NGMN 5G White Paper [2]

-
3.2.1 Use Cases/Ultra-reliable Communications/Extreme Real-Time Communications/x. Tactile Internet

- 
4G Americas 5G White Paper [6]

- 
2.2 EXTREME VIDEO, VIRTUAL REALITY AND GAMING APPLICATIONS

-    5G & Education [34]

- Education: Telementoring, Teleteaching, Teleteamworking

5.17
Extreme real-time communications and the tactile internet

5.17.1
Description

As mentioned in the NGMN 5G whitepaper [2] and SID for SMARTER, “extreme real-time communications” present tight requirements for communications networks. Another term to describe extreme real-time applications is the “tactile internet” as described by Gerhard Fettweis. Tactile internet applications require extremely low latency and high reliability and security.

Examples of extreme real-time communications include:

Truly immersive, proximal cloud driven virtual reality

Remote control of vehicles and robots, real-time control of flying/driving things

Remote health care, monitoring, diagnosis, treatment, surgery

Target 1ms delay implies endpoints must be physically close. Maximum distance between endpoints depends on delay budget per link.
5.37
Routing path optimization when server changes

5.37.1
Description

As mentioned in [3], the further development of mobile internet will trigger the growth of mobile traffic by a magnitude of thousands in the future. The immersive services such as augmented reality, virtual reality, ultra-high-definition (UHD) 3D video have critical requirement on transfer bandwidth and delay.

In order to ensure good user experience, the server near to the end-user may be utilized to serve these types of services, and the operator network needs to ensure optimized data path between end-user and server to address the immersive services requirement on delay, for example, based on the terminal and server location.

5.50
Low-delay speech and video coding

5.50.1
Description

Current speech codecs have an inherent coding delay of 20-40 ms. Such a coding delay is not a problem during a phone call because even a 400 ms one-way delay between speakers does not seriously impair an interactive discussion. Moreover, most systems, at least if the speakers are not on different continents, offer a relatively short transmission delay between speakers. The advantage with a higher coding delay (i.e., 20-40 ms) is that it makes it easier to compress the speech signal, either to reduce the bandwidth or to transmit a higher-quality signal.

When voice is used in a highly interactive environment, e.g., a multiplayer game or a virtual reality meeting, the requirements on the speech coding delay become tougher to meet, and current coding delays are too high. To support interactivity, the one-way delay for speech should be 10 ms (or lower).
Augmented reality, virtual reality, three-dimensional (3D) services will be among the services which play an increasingly significant role in the 2020+ timeframe. That is, video will be used more broadly. These scenarios have critical requirement on transfer bandwidth and delay to guarantee good user experience compared to current video service.
Frame rates, resolution and bandwidth are different aspects of video codec.

The higher the frame rates (frames per second) the better the video quality, virtual reality may require the capability of displaying content at frame rates of 120 fps or more.

In order to fulfil the performance (e.g. latency) requirement of future video usage, there is trade-off between complexity and bandwidth usage. But, more complexity (e.g. more complicated compression improvement) implies higher performance processors are required to fulfil the latency requirement.
5.55
High Accuracy Enhanced Positioning (ePositioning)
5.55.1
Description
Next generation high accuracy positioning will require the level of accuracy less than [1m] in more than [95%] of service area, including indoor, outdoor and urban environment. Specifically, network based positioning in three-dimensional space should be supported with accuracy from [10 m] to [<1 m] at [80%] of occasions, and better than [1 m] for indoor deployments [2]. 
High accuracy positioning service in 5G network should be supported in areas of traffic roads, tunnel, underground car-park or indoor environment. The figure below provides an example of network supporting high accuracy positioning.
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Figure 5.55-1: An example of network supporting high accuracy positioning

A fast-moving car is assumed to move at ~280 km/h, and a fast-moving robot at ~40 km/h. When a 3GPP system is used to control their movement, the time to determine their position and the reaction time must be short to avoid collisions with its surroundings.

The positioning can rely on the 3GPP system completely, partly, or not at all, but the action based on the position must be acted upon fast. If we assume that the required accuracy for car's position must be 1 meter, and for the robot 10 cm, the two-way delay for positioning is 10-15 ms.

2.4 FS_NCIS

The approved Rel-17 SA1 feasibility study FS_NCIS on “Network Controlled Interactive Service in 5GS” addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180341). Specifically, it says as justification:

With the expectation that 5G consumer UEs, existing or some new form devices (e.g. VR/AR devices, robot, etc.) being used for different use cases in a number of different environments, e.g. entertainment in home party or bar, or education in office, becomes interested for supporting data sharing and data exchanging between users, thus, it is necessary to investigate new use cases and requirements, like lower latency, higher throughput, higher reliability, higher resource/power efficiency etc, for such interactive services.
In EPS, 3GPP has completed various studies and works to provide efficient communication for mobile broadband service and proximity service, but how to support interactive service between users, in different use cases has not been studied.  
The objectives of the work read as follows:

The aim of this work is to study the use cases and to derive potential service requirements to provide users with interactive services. Aspects to be studied include:

· New use cases and new requirements for Interactive Services 

· After the use cases have been identified, service requirements and KPIs will be studied including QoS, operator control, charging, etc.
· Gap analyses between new requirements and existing eMBB service requirements contained in New Services and Markets Technology Enablers (SMARTER) (i.e. TS 22.261) for supporting interactive service
· Gap analyses between new requirements and existing ProSe requirements for supporting interactive service
Whereas the above study item primarily focuses on the impact on network and radio aspects, the use cases and requirements are quite likely relevant also for FS_XR5G.
2.5 Use Cases in TR 22.804

The Rel-16 TR22.804 focuses on 5G communication for automation in vertical domains. This is communication that is involved in the production of and working on work pieces and goods, and/or the delivery of services in the physical world. Such communication often necessitates low latency, high reliability, and high communication service availability. Nevertheless, other types of communication are also possible in this area. Moreover, communications with low latency, high reliability, and high communication service availability, and other, not so demanding communication services, may run in parallel on the same 5G infrastructure.

The present document identifies stage 1 potential requirements for 5G communication for automation in vertical domains. The potential requirements are derived from different sources:

-
existing work on dependable communication as used in vertical domains; see, for instance, IEC 61907 [2];

-
use cases describing network operation in vertical domains with, for instance, common usage of the network (multi-tenancy) and network monitoring for assurance of service level agreements;

-
security mechanisms already used in vertical domains; supporting the specific security requirements of vertical domains;

-
new (additional to already existing stage-1 work), representative use cases in different vertical domains based on input from relevant vertical interest organisations and other stakeholders. 

Furthermore, the present document provides an overview of relevant communication concepts for automation in vertical domains from the point of view of 5G systems. This overview is provided in order to facilitate the mapping between communication for automation in vertical domains and communication in 5G systems.
5.3.10
Augmented reality

5.3.10.1
Description

It is envisioned that in future smart factories and production facilities, people will continue to play an important and substantial role. However, due to the envisaged high flexibility and versatility of the Factories of the Future, shop floor workers should be optimally supported in getting quickly prepared for new tasks and activities and in ensuring smooth operations in an efficient and ergonomic manner. To this end, augmented reality (AR) may play a crucial role, for example for the following applications:

Monitoring of processes and production flows

Step-by-step instructions for specific tasks, for example in manual assembly workplaces

Ad-hoc support from a remote expert, for example for maintenance or service tasks

In this respect, especially head-mounted AR devices with see-through display are very attractive since they allow for a maximum degree of ergonomics, flexibility and mobility and leave the hands of workers free for other tasks. However, if such AR devices are worn for a longer period of time (e.g., one work shift), these devices have to be lightweight and highly energy-efficient while at the same time they should not become very warm. A very promising approach is to offload complex (e.g., video) processing tasks to the network (e.g., an edge cloud) and to reduce the AR head-mounted device’s functionality. This has the additional benefit that the AR application may have easy access to different context information (e.g., information about the environment, production machinery, the current link state, etc.) if executed in the network. A possible processing chain for such a setup is depicted in Figure 5.3.10.1-1.
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Figure 5.3.10.1-1: Possible processing chain for an augmented reality
 system with offloaded tracking and rendering

Here, the AR tracking algorithm determines the current viewpoint of the AR device and places the desired augmentations at the right positions in the current image. One of the main challenges with such a setup is that the displayed augmentations have to timely follow any movements of the camera in the AR device (which may be caused by any movements of the person wearing the AR device) since otherwise the AR user may get sick after some time and a reasonable usage would not be possible. Therefore, also a compression of the video stream from the AR device to the image processing server and back should be avoided if possible in order to reduce the overall processing latency and requirements. 
Some of positioning related service requirements for this use case can be found in [66] [67].
This use case has very stringent requirements in terms of latency and service availability. The required service area is usually bigger than for "motion control" (see Clause 5.3.2). Interaction with the public network (e.g., service continuity, roaming) is not required. 

5.3.10.2
Preconditions

A user is wearing a head-mounted AR device, which is connected to an image processing server in a (local) edge cloud via a 5G system. Some augmentations have already been registered in the field of view of the user and shall be tracked and rendered by the image processing server.

5.3.10.3
Service flows

A possible service flow is as follows:

1.
A camera integrated into the AR device permanently takes new images, with a frame rate ≥ 60 Hz and at least HD (1280 x 720) or Full HD (1920 x 1080) resolution;

2.
The AR device continuously transmits all images via the 5G system to the image processing server, which may run in a (local) edge cloud, for example;

3.
The image processing server determines the current field of view of the camera integrated into the AR device based on the received image(s);

4.
The image processing server determines the optimal placements of the previously registered augmentations in the current image based on the updated viewpoint and potentially places additional augmentations in the current image;

5.
The image processing server renders the augmented image and sends it back to the AR device via the 5G system;

6.
The AR device displays the augmented image.

5.3.10.4
Post-conditions

The augmentations in the view field of the user smoothly follow any movements of the AR device in an appropriate way, offering an excellent user experience and preventing the user to get sick after some time. 

5.3.10.5
Challenges to the 5G system

Special challenges to the 5G system associated with this use case include the following aspects:

-
very high data rate requirements along with low latency requirements.

-
the need for seamless mobility support.

5.3.10.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Factories of the Future 10.1
	The 5G system shall support the bi-directional transmission of video streams with a frame rate ≥ 60 Hz, HD (1280 x 720) or Full HD (1920 x 1080) resolution 
	T
	

	Factories of the Future 10.2
	The end-to-end latency between capturing a new image and displaying The end-to-end latency between capturing a new image and displaying the augmented image based on the newly captured image shall be smaller than 50 ms, in order to avoid cyber-sickness. The one-way end-to-end latency of the 5G system shall be 10 ms or less.
	A
	

	Factories of the Future 10.3
	The communication service availability shall be higher than 99,9% with respect to successfully delivered video frames. That means 99,9% of all video frames shall be successfully delivered within the given latency constraints.
	A
	

	Factories of the Future 10.4
	The 5G system shall support seamless mobility in such a way that a handover from one base station to another one does not have any observable impact on the application.
	T
	

	Factories of the Future 10.5
	The 5G system shall support the simultaneous usage of at least 3 AR devices per base station. 
	T
	

	Factories of the Future 10.6
	The (bi-directional) video stream between the AR device and the image processing server shall be encrypted and authenticated by the 5G system.
	T
	

	Factories of the future 10.7
	The 5G system shall support offloading of complex (video) tasks from the UE to allow the AR equipped UEs’ to minimise complexity and power consumption.
	
	

	Factories of the future 10.8
	The 5G system shall support an indoor positioning service with horizontal positioning accuracy better than 1 m, 99% availability, heading < 10 degrees and latency for positioning estimation < 15 ms for a moving UE with speed up to 10 km/h.
	
	


5.7.4
Remote support for plant maintenance

5.7.4.1
Description

This use case covers applications which feature a temporary support for augmented-reality devices such as glasses for remote support of maintenance / retrofitting work. This use case encompasses the uplink of video streams and the downlink of the projection of virtual-reality elements.

5.7.4.2
Preconditions

A 5G communication service between a mobile augmented-reality device and a remote support system is established. 

NOTE: 
Remote support system can comprise databases for component design information, component operating history information, component maintenance instructions, etc., as well as tools/methods for visualising those data as augmented-reality elements.

5.7.4.3
Service flows

Bi-directional communication between the mobile device and the remote support system occurs. This communication transports video data and/or locally processed image features from the mobile device to the remote support system and augmented-reality elements from the remote support system to the mobile device.

5.7.3.4
Post-conditions

The wireless connection between mobile device and remote support system is terminated.

5.7.4.5
Challenges to the 5G system

-
"Simultaneous" uplink / downlink of high-bit-rate data streams.

-
Assist in achieving low end-to-end latencies over large geographic distances.

5.7.4.6
Potential requirements

	Reference number
	Requirement text
	Application / transport
	Comment

	Centralised Power Generation 3.1
	The 5G system should assist an end-to-end latency < 100 ms for distances between the communication end points of up to 5000 km.
	T
	This reflects, for instance, the case that a colleague of the maintenance worker on location is situated in the remote control centre. The "remote" colleague assists the maintenance worker on location by, for instance, placing an arrow to the device she talks about into the augmented overlay that are displayed in the "local" workers smart glasses.


5.8
Programme Making and Special Events (PMSE)

5.8.1
Description of vertical

5.8.1.1
Overview

The Programme Making and Special Events (PMSE) industry is the main driver behind professional equipment for the culture and creative industry (CCI). The PMSE industry comprises all kind of production, event and conference technologies. It can be categorised into audio (e.g., microphones, in-ear monitor), video (e.g., cameras, displays and projectors) and stage control systems.

In today’s typical professional live production setups, lot of wireless PMSE equipment is in use. For instance, artists on stage use wireless microphones in combination with wireless in-ear monitoring systems. Another example is the delivery of live content from wireless cameras to big video panels placed around the stage. Every wireless audio/video link is composed of one transmitter and its destined receiver, which provides the input data for the further processing chain, or in case of an in-ear monitor system the audio stream for the artist on stage.

From a PMSE point of view, the complete on-site 5G system may be seen as part of a local high quality PMSE network (see Figure 5.8.1.1-1), processing audio and video data streams with a guaranteed quality of service regarding latency, audio/video quality, number of wireless links per site and reliability, as well as control data for remote control of wireless devices. Such local, high-quality wireless networks for audio and video are relevant for all kind of live production sites, such as concerts, TV shows, sports events, theatres and musicals, press conferences, and electronic news gathering.

The live event scenario, based on a local high-quality wireless network, offers the possibility to establish new kinds of audience services, e.g., individualised audio mixes or different camera angles, both of which provide new means of user experience. The respective content can be received with future standard consumer hardware (e.g., smartphones). These services also might help people with impaired vision or hearing to follow live events.
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Figure 5.8.1.1-1: Vision of PMSE applications within 5G

In the following, some of the most relevant PMSE use cases are described and analysed in detail. These use cases can be mapped to relevant PMSE application areas as shown in Table 5.8.1.1-1.

Table 5.8.1.1-1: Mapping of the considered use cases (columns) 
to PMSE application areas (rows)

	
	Live performance
	Local Conferencing
	High Data Rate Video Streaming
	Immersive Audio

	Audio
	X
	X
	
	X

	Video
	
	
	X
	

	Stage Control 
	
	
	
	

	Audience Services
	
	
	
	X


5.8.1.2
Major challenges and particularities

Major general challenges and particularities of the PMSE industry include the following aspects:

1)
There is not only a single class of use cases, but there are several different use cases with a wide variety of different requirements. This implies the need for adaptability and scalability of the 5G system.

2)
Typical PMSE deployment scenarios are confined in a local geographical area and show short-term (e.g., from some hours to some weeks) to long-term (e.g., from some months to some years) durations.

3)
Typical professional live production setups come with stringent requirements in terms of end-to-end latency, communication service availability, communication service reliability, jitter, audio/video quality, number of wireless links per site, and synchronicity. Failures of wireless links during a live event or a live production are unacceptable for the CCI and their customers. Therefore, additional efforts towards improved transmission robustness and a more effective interference management have to be considered.

4)
For reliable operation of the wireless equipment, professional PMSE requires controlled interference environments, e.g., through appropriate spectrum access and interference mitigation techniques.

5)
There is a growing demand from the end users for new and more differentiated services. Examples are augmented reality (AR), virtual reality (VR) and other new immersive experiences. These services will require increasing spectrum availability.

6)
Use cases of typical PMSE applications, as described in the following sections, are not yet covered by the technical requirements of the ongoing discussions within Media & Entertainment (M&E) sector by 3GPP. This is because, so far, the M&E sector has focused only on media distribution and reception rather than on production and live audio/video production that brings in requirements of a URLLC use-case.

7)
5G systems need to support type-b network and type-a network deployment and operation within an event location. This is required by many PMSE operators for security, liability, availability and business reasons. Nevertheless, standardised and flexible interfaces shall be supported for seamless interoperability and seamless handovers between PLMNs and type-a network deployments.

8)
The 5G system shall be able to support continuous monitoring of the current network state in real-time, to take quick and automated actions in case of problems, and to conduct efficient root-cause analyses in order to avoid any undesired interruption of the A/V content production, which may incur huge financial damage. Particularly, if a third-party network operator is involved, accurate run-time SLA monitoring is needed as the basis for possible liability disputes in case of SLA violations (see Clauses 4.3.4.2 and 4.3.4.3).

5.8.2
Low-latency audio streaming for live performance

5.8.2.1
Description

Live performance applications are divers, which implies that e.g., latency limited or requirements for privacy and so on may be considered for differently for different scenarios. However, this document tries to summarise requirements so that most typical use-cases are covered.

In a demanding professional live-performance scenario, artists on stage use wireless microphones while hearing themselves via the wireless IEM system. Communication services are limited to the stage where the performance is taking place, i.e. the service area has local character (see Table 5.8.2-1). Artists may be moving with considerable speeds (up to 50 km/h, see Table 5.8.2-1) around the service area, for instance if wearing roller skaters. The audio signal coming from the microphone is streamed to a mixing console, where the different incoming audio streams are mixed. After mixing, several audio streams can be distinguished, e.g., the Public Address (PA), the individual IEM, or recording mixes. Here, IEM mixes are transmitted wirelessly, whereas most of the other signals are streamed via wired connections. 

Figure 5.8.2.1-1 shows the typical topology of current live performance use cases. The whole setup follows a link-based approach, meaning that every wireless audio link is based on one specific mobile terminal connected to one specific installed transmitter (IEM) or receiver (microphone). Similar setups can be found in live events such as TV shows, sports events, musicals, and press conferences.
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Figure 5.8.2.1-1: Logical topology of the live performance use case

The low latency audio streaming use case addresses key issues of wireless audio production, and focuses on low-latency and high-reliability aspects [50]. Even if the number of active wireless audio links or data rates of the respective wireless audio streams may vary, the requirements regarding end-to-end latency, communication service availability and communication service reliability remain principally the same for all kind of live audio streaming applications. 

The application latency of the wireless audio-production system (Figure 5.8.1-2) must be much lower than the application latency of other speech transmissions systems, like telephony services. This is because the audio source (e.g., a microphone) and the audio sink (e.g., an in-ear monitor [IEM]) are co-located at the head of the performing artist. Due to human physiology (i.e. cranial bones conduction) an end-to-end application latency greater than 4 ms would confuse the performing artist while hearing himself through the IEM. Even though, this is the most demanding scenario it is very common and challenges various aspects of system design.

Low-latency streaming applications require high synchronicity between all related devices. Therefore, a system clock, e. g., a word clock, is provided by an external word clock generator. This generator can be a dedicated device or it can be integrated, e.g., into the audio mixing console. Timestamps are typically used to determine playback times of digital audio data. All wireless audio devices involved in the live performance production network must be enabled to capture and reproduce their audio samples at exact the same time. In other words, every audio sample has a precise and unique relation to the system time. The system time and synchronisation accuracy must be much higher than the audio sampling clock. Additionally, respective clock jitters need to be much smaller than the audio sampling period. In order to support today’s and future professional production, a synchronicity of 1 µs (see Table 5.8.2.1-1) with respect to the system clock must be met at the application level of all involved devices (wireless microphones, in-ears monitors, audio mixing).

In Table 5.8.2.1-1, typical system characteristic parameters of the live performance use case such as end-to-end delay, system delay, data rates, reliability, and synchronicity are listed. Not all system parameters presented in the table are discussed in detail in this document; they are provided for guidance.

Table 5.8.2.1-1: System parameters of the live performance use case

	
	Characteristic system parameter
	Comment

	Application latency
	< 4 ms
	End-to-end maximum allowable latency of the use case in focus, which includes application and application interfacing, see Figure 5.8.2.1-2.

	End-to-end latency
	< 1 ms
	Latency that is introduced per hop (UL/DL)of the 5G wireless communication system, excluding application and application interfaces, (see Figure 5.8.2.1-2).

	User experienced data rate
	150 kbit/s to 4,61 Mbit/s
	Different user data rates per audio link need to be supported for different audio demands

	Control data rate
	≤ 50 kbit/s
	Data rate per control link (UL/DL)

	Communication service availability
	99,9999%
	

	Packet error ratio
	< 10-4
	The packet error ratio (PER) of the system shall be below 10-4 for a packet size corresponding to 1 ms audio data.- consecutive minimum continuous error-free duration = 100 ms.
To make packet errors inaudible, error concealment is used at application level. Every concealment is capable of handling one specific kind of error distribution. 

	# of audio links
	50 to 300
	Simultaneous audio links

	Service area
	≤ 10.000 m2
	Event area, indoor and outdoor. Typical heights of indoor stages: 5 m to 10 m

	Synchronicity
	0,25 µs to 1 µs
	All wireless mobile devices of a local high quality network shall be synchronised at the application level within the specified accuracy.

	User speed
	≤ 50 km/h
	In musical events like "Starlight Express", artists are moving on roller skates with speeds up to 50 km/h

	Security/ Integrity
	The - audio application data is encrypted
	In some of the applications


The relation between application latency and end-to-end latency for the live performance use case is depicted in Figure 5.8.2.1-2. End-to-end latency is to be understood as the user plane latency between two terminal devices.

However, it must be taken into account that the audio uplink stream is supposed to be not identical to the audio downlink stream (e.g., a monitor mix). Mixing might take place in the MEC cloud or in another UE connected to the same base station. That implies that the required end-to-end latency figure depends on the implemented system topology. In order to achieve an application latency of 4 ms, end-to-end latency for the communication between UE and the network should be much less than 1 ms.

Furthermore, the application latency in the live performance use case must be guaranteed for every packet of every audio stream, independently of the system load, with the specified data rates, and for pre-defined durations.
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Figure 5.8.2.1-2: Latency considerations and system topology of the live audio performance use-case

Finally, the all devices need to be connected to the audio mixing console that includes also external audio hardware systems and legacy devices.

5.8.2.2
Pre-conditions

All wireless audio devices on-site (Figure 5.8.1-2) are switched on and connected to a 5G network.

5.8.2.3
Service flows

A typical service flow in a live performance production network may look as follows:

1)
A number of wireless audio devices (microphones) capture and process audio signals, for instance from the artists or music instruments. Each audio signal is sampled and processed into an isochronous audio stream.

2)
The isochronous audio streams are transmitted wirelessly to the audio mixing console.

3)
The received audio streams are mixed according to the application requirements and several audio streams are produced (e.g., for the PA system and individual IEM mixings for the artists and recording mixings).

4)
The IEM mixes are transmitted wirelessly as isochronous audio streams to the corresponding artists.

5.8.2.4
Post-conditions

The live performance devices run as required by the application and without any perceivable impairments.

5.8.2.5
Challenges to the 5G System

Special challenges to the 5G system associated with this use case include the following aspects:

-
Very stringent requirements on communication service availability, PER and end-to-end latency throughout the whole operation time. Here, end-to-end latency requirements are to be understood not as an average value for the data stream, but as a limit for every packet of the stream.

-
Very stringent requirements on clock synchronicity between different nodes at application level. This implies that the 5G system must support deterministic packet transfer and ultra-precise time synchronisation, even in the user equipment. Time-sensitive networking features may be revealed to the application or equivalent interfaces implemented.

-
Transmission of rather small chunks of data, resulting in potentially significant overhead due to signalling, local routing, security, etc.

5.8.2.6
Potential requirements

	Reference number
	Requirement text
	Application / transport

	PMSE 1.1
	The 5G system shall support ultra-low latency communication. Maximum end-to-end latency shall be 1 ms for user experienced data rates between 150 kbit/s and 4,61 Mbit/s (note). 
	A

	PMSE 1.2
	The 5G system shall support clock synchronicity of a communication group of 50 to 300 UEs of 1 µs.
	A

	PMSE 1.3
	The 5G system shall support a communication service availability of 99,9999%.
	T

	PMSE 1.4
	The 5G system shall support data integrity and confidentiality protection, even for communication services with ultra-low latency and ultra-high reliability requirements.
	T

	PMSE 1.5
	The 5G system shall support hot-plugging in the sense that new devices may dynamically be added to and removed from a live performance application, without any observable impact on other devices.
	T

	PMSE 1.6
	The 5G system shall support UE speeds up to 14 m/s (50km/h), even for communication services with ultra-low latency and ultra-high reliability.
	T

	PMSE 1.7
	The 5G system shall support type-b network deployments (physical and virtual) within the service area for particular applications that require a high level of privacy.
	A

	PMSE 1.8
	The 5G system shall support appropriate local interfaces for interworking with legacy PMSE devices (e.g., wireless microphones, wireless IEMs). Using e.g., Ethernet, legacy devices to be connected to the 5G and mixing system, respectively.
	A

	NOTE: The end-to-end latency is required for uplink (microphone to mixer) and downlink (mixer to ear piece).


2.6 FS_AVPROD
The approved Rel-17 SA1 feasibility study FS_AVPROD on “Feasibility Study on Audio-Visual Service Production” is a follow up of clause 5.8 from TR 22.804 and addresses justifications and use cases that are in scope of the objective of FS_XR5G (see SP-180340). Specifically, it says as objectives:

The objective is to study scenarios and use cases and propose potential requirements for AV production in 5G.
The objectives include, but are not limited to:

· Identification of scenarios and use cases for 3GPP AV production support; investigate

· provision of pre-defined data capacity;

· end-to-end latency and other QoS requirements;

· power consumption of mobile terminals;

· dependability assurance and related topics (isolation, QoS monitoring …);

· time synchronisation of up to thousands of devices (cameras, microphones, in-ear monitors, etc.) at application level;

· support for airborne equipment for a height up to 1000 m;

· mobility support for ground speeds of up to 400 km/h

· set-up time for production equipment with consideration to self-organizing / self-awareness;

· adaption of quality to available bandwidth, especially while using hundreds of devices;

· support for special and regular audio / video codecs;

· support  of audio / video equipment management systems;

· secure transmission with end-to-end media encryption;

· broadcast of a production based master clock (time code generator / inserter);  

· identification of potential service requirements;
The study shall take into consideration existing reports and specifications in order not to duplicate work (e.g. FS_CAV, FLUS, etc). It is expected that various common service requirements and synergies will be identified within the course of the work. 
3 3GPP SA4 Previous Work
Especially in the context of SA4 FS_VR work in Rel-15, the TR 26.918 documented several use cases that go beyond the specification defined in TS26.118.

5.1.3
Continuously variable observation point

This represents the ultimate goal for VR Systems where users are able to look around from observation points in 3D space and to move within that space under their own control with apparently full freedom. To achieve this apparent full freedom of movement it is necessary to add translational movement at least in a horizontal plane to the 3 degrees of freedom; pitch, roll and yaw above.

Such translational movement through the virtual space is very likely to be, but does not necessarily need to be, constrained to be consistent with conventional movement (walking in any direction in a horizontal plane, bending down etc.) - although for it to appear convincing to the user such consistency may be desirable. As a consequence, it is likely that not all of any 3D space is going to be reachable as an observation point by the user, as would be the case in the real world i.e. between ~0,15 m and ~1,8 m from the floor on which the user is standing.

Technology exists that can provide a basis for the video component of a truly variable observation point VR but, although audio component solutions exist, a harmonized combination of the two which is capable of realistically matching the audio to that image is still a fruitful research topic [17]. For example, the complexities of matching the Doppler of the sources with any movement of the observer and adaptively varying the BRIR acoustics to remain consistent with the environment around the user and those of the path between the user and the source, for each and every source, including shadowing when mobile objects in the scene come between source and listener seem far off. Based upon the above, it therefore seems likely that in the near-term such full movement will be constrained and under the control of a content producer who is able to take care of these acoustic effects.

4 MPEG

4.2 Introduction

In October 2016, MPEG initiated a new project on “Coded Representation of Immersive Media”, referred to as MPEG-I. The proposal was justified by the emergence of new devices and services that allow users to be immersed in media and navigate multimedia scenes. It was observed that a fragmented market exists for such devices and services, notably for content that is delivered “over the top”. The project is motivated by the lack of common standards that do not enable interoperable services and devices providing immersive, navigable experiences. The MPEG-I project is expected to enable existing services in an interoperable manner and to support the evolution of interoperable immersive media services. Enabled by the Parts of this Standard, end users are expected to be able to access interoperable content and services, and acquire devices that allow them to consume these.

After the launch of the project, several phases, activities, and projects have been launched that enable services considered in MPEG-I.

The project is divided in tracks that enable different core experiences. Each of the phases is supported by key activities in MPEG, namely in systems, video, audio and 3D graphics-related technologies.

In support of these tracks, additional enablers are created that support and augment some or each of these tracks, e.g. Immersive Media Metrics (part 6), Immersive Media Metadata (part 7) and Network-Based Media Processing (part 8).

Core technologies as well as additional enablers are implemented in parts of the MPEG-I standard. Currently the following 8 parts are under development:

· Part 1 – Immersive Media Architectures
· Part 2 – Omnidirectional MediA Format
· Part 3 – Versatile Video Coding
· Part 4 – Immersive Audio Coding
· Part 5 – Point Cloud Coding

· Part 6 – Immersive Media Metrics

· Part 7 – Immersive Media Metadata

· Part 8 – Network-Based Media Processing
In addition, additional technical components may be provided in existing MPEG specifications outside of MPEG-I (e.g., HEVC and AVC) in order to create interoperable immersive experiences.

The MPEG-I Project Plan provides and overview of the technologies and status:

· The different tracks and the relevant activities. For each of the activities, the relevant information is collected and updated.

· Additional technical components that are created as part of the MPEG-I standard.

4.3 Definitions

In the context of this documents, the following terms are used.

· Degrees of Freedom (DoF): describes the number of independent parameters used to define movement of a viewport in the 3D space.
· xDoF Systems: A framework that enables to stream and store immersive experiences such that a user can consume different MPEG assets in the associated degrees of freedom (DoF)

· xDoF Video: Self-contained video streams that can be consumed independently in the associated degrees of freedom, but may be included in xDoF System

· xDoF Audio: Self-contained audio streams that can be consumed independently in the associated degrees of freedom, but may be included in xDoF System

· Point Clouds: a set of 3D points represented by their coordinates (X, Y, Z) and the associated attributes (colors, reflectance, normals, …)
· 3DoF: Three rotational and un-limited movements around the X, Y and Z axes (respectively pitch, yaw and roll). 
· 3DoF+: 3DoF with additional limited translational movements (typically, head movements) along X, Y and Z axes. 
· 6DoF: 3DoF with full translational movements along X, Y and Z axes. 
4.4 General
Use cases were collected before starting any activities. Specific use cases were mapped to architectures and experiences. Requirements were developed for each of the activity tracks.
Relevant Standards developed by MPEG

· ISO/IEC 23090-1 Immersive Media Architectures

Relevant MPEG Output documents from this meeting

· w17741 - Draft 1.0 Text of TR ISO/IEC 23090-1 Immersive Media Architectures 

Groups and Tracks

· The MPEG Requirements group coordinates the project in the MPEG-I Architecture track.

· Please subscribe to: https://lists.aau.at/mailman/listinfo/mpeg-i
Timelines

· ISO/IEC 23090-1:201x [Edition 1] Technical report on Immersive Media
· WD: MPEG#121

· PDTR: MPEG#122

· TR: MPEG#123
4.5 3DoF

The system and technologies defined in this track enable three rotational and un-limited movements around the X, Y and Z axes (respectively pitch, yaw and roll). A typical use case is a user sitting in a chair looking at 3D 360 VR content on an HMD. This includes compression as well as delivery.
4.5.1 3DoF Systems

A 3DoF System permits storage, delivery and consumption of media providing 3DoF experiences.

Relevant Standards developed by MPEG

· ISO/IEC 23090-2 Omnidirectional MediA Format (OMAF)
Relevant MPEG Output documents from this meeting

· w17827 - WD of ISO/IEC 23090-2 2nd edition OMAF

· w17868 - Profiles under consideration for OMAF

· w17880 - Technologies under Consideration for OMAF

· w17828 - Status and Work Plan on Reference Software and Conformance
· w17829 - Description and Work Plan of Test Framework
Groups and Tracks

· The MPEG Systems group develops system technologies in the OMAF Track.

· Please subscribe: http://lists.aau.at/mailman/listinfo/mpeg-maf-dev

Timelines

· ISO/IEC 23090-2:2018 Omnidirectional MediA Format is in the ISO publication process

· ISO/IEC 23090-2:201x [Edition 2] Omnidirectional MediA Format

· MPEG#123: WD

· MPEG#126: CD

· MPEG#127: DIS

· MPEG#129: FDIS

4.5.2 3DoF Video

3DoF Video permits coding of video signals that provide 3DoF experiences.
Relevant Standards developed by MPEG

· ISO/IEC 14496-10:2014 [Edition 9]/Amd1 Additional supplemental enhancement information
· ISO/IEC 23003-2 [Edition 4]
· ISO/IEC 23090-3 VVC
Relevant MPEG Output documents from this meeting

· N17727: Study Text of ISO/IEC 14496-10:201x/DAM1 Additional supplemental enhancement information
· N17728: Study Text of DIS ISO/IEC 23008-2:201x High Efficiency Video Coding (4th ed.)
· N17732: Working Draft 2 of Versatile Video Coding
Timelines

· ISO/IEC 14496-10:2014 [Edition 9]/Amd1 Additional supplemental enhancement information
· MPEG#122: DAM

· MPEG#124: FDAM

· ISO/IEC 23003-2 [Edition 4] /Amd3 Additional supplemental enhancement information
· MPEG#122: DIS

· MPEG#124: FDIS

· ISO/IEC 23090-3: VVC

· MPEG#122: WD

· MPEG#127: CD

· MPEG#128: DIS

· MPEG#130: FDIS
4.5.3 3DoF Audio

3DoF Audio permits coding and presentation of audio signals that provide 3DoF experiences.

Relevant Standards developed by MPEG

· MPEG-4 HE-AAC, ISO/IEC 14496-3 (HE-AAC v2 Profile)

· MPEG-H 3D Audio, ISO/IEC 23008-3 3D Audio (Low Complexity Profile)

· MPEG-H 3D Audio, ISO/IEC 23008-3 3D Audio AMD 5
Relevant MPEG Output documents from this meeting

· N16582 Text of ISO/IEC 23008-3:201x 3D Audio, Second Edition
· N17030 Text of ISO/IEC 23008-3:201x/COR 1
· Text of ISO/IEC 23008-3:201x/FDAM 5
Timelines

· MPEG-4 and HE-AAC v2 Profile have been published.

· MPEG-H 3D Audio Second Edition and Low Complexity Profile have been published.
· ISO/IEC 23008-3:201x/AMD 5 is at FDAM status
4.6 3DoF+

The system and technologies defined in this track support unlimited head movements as pitch, yaw, roll, and limited X, Y, Z translation as in head and torso movement. 
4.6.1 Systems

A 3DoF+ System permits storage, delivery and consumption of media providing 3DoF+ experiences.

Relevant Standards developed by MPEG

· ISO/IEC 23090-2 Omnidirectional MediA Format (OMAF)
4.6.2 Video

3DoF+ Video permits coding and presentation of audio signals that provide 3DoF+ experiences.
Relevant Standards developed by MPEG

· ISO/IEC 23090-7 Metadata

Relevant MPEG Output documents from this meeting

· N17717
Summary on MPEG-I Visual Activities  
· N17718
Overview of MPEG-I Visual Test Materials  
· N17720
Call for MPEG-I Visual Test Materials on 3DoF+ and 6DoF
· N17726
Common Test Conditions on 3DoF+ and Windowed 6DoF  
· N17759
Reference View Synthesizer (RVS) 2.0 Manual  
· N17760
ERP WS-PSNR Software Manual  
· N17761
3DoF+ Software Platform Description
· N17724
Draft Call for Proposal on 3DoF+ Visual  
4.6.3 Audio

3DoF+ Audio permits coding and presentation of audio signals that provide 3DoF+ experiences.
Relevant Standards developed by MPEG

· MPEG-4 HE-AAC, ISO/IEC 14496-3 (HE-AAC v2 Profile)

· MPEG-H 3D Audio, ISO/IEC 23008-3 3D Audio (Low Complexity Profile)

· MPEG-H 3D Audio, ISO/IEC 23008-3 3D Audio AMD 5
Relevant MPEG Output documents from this meeting

· N16582 Text of ISO/IEC 23008-3:201x 3D Audio, Second Edition
· N17030 Text of ISO/IEC 23008-3:201x/COR 1
· Text of ISO/IEC 23008-3:201x/FDAM 5
4.7 6DoF 

Six degrees of freedom (6DoF) refers to the freedom of movement of a rigid body in three-dimensional space. Specifically, the body is free to change position as forward/backward (surge), up/down (heave), left/right (sway) translation in three perpendicular axes, combined with changes in orientation through rotation about three perpendicular axes, often termed yaw (normal axis), pitch (transverse axis), and roll (longitudinal axis).
4.7.1 Point Cloud Compression (6DoF)

Technologies allow the capture of 3D point clouds typically with multiple cameras and depth sensors in various setups producing thousands up to billions of points when realistically reconstructed scenes are represented. Point clouds can have attributes such as colors, material properties and/or other attributes and are useful for real-time communications, for GIS, CAD and cultural heritage applications.
To specify lossy compression of 3D point clouds employing efficient geometry and attributes compression, scalable/progressive coding, and coding of point clouds sequence captured over time with support of random access to subsets of the point cloud.
Relevant Standards developed by MPEG

ISO/IEC 23090-5:201x [Edition 1] Point Cloud Compression

Relevant MPEG Output documents from this meeting

· w17705 - Software assets (Christian Tulvan)

· w17762 - PCC Test Model Cat13 (Maja Krivokuca)

· w17766 - Common Test Conditions for PCC (Sebastian Schwarz)

· w17767 - PCC Test Model Cat2 (Vladyslav Zakharchenko)

· w17768 - PCC TMC13 performance evaluation and anchor results (David Flynn)

· w17769 - PCC TMC2 performance evaluation and anchor results (Julien Ricard)

· w17770 - PCC WD G-PCC (Geometry-based PCC) (Ohji Nakagami)

· w17771 - PCC WD V-PCC (Video-based PCC) (Khaled Mammou)

· w17780 - CE 2.4 on lossless coding (Indranil Sinharoy)

· w17781 - CE 2.7 on additional configurations of the video coding (Vladyslav Zakharchenko)

· w17782 - CE 2.8 on projection plane selection and reordering (Rajan Joshi)

· w17789 - CE 0.2 on content (Maja Krivokuca)

· w17790 - CE 13.1 on lossy attributes coding (Khaled Mammou)

· w17854 - CE 13.6 on attribute prediction strategies (Toshiyasu Sugio)

· w17856 - CE 13.7 on attribute representation and quantization (Eun-Young Chang)

· w17858 - CE 13.10 on entropy coding evaluation (David Flynn)

· w17861 - CE 13.11 on lossy geometry and intra coding (Sebastien Lasserre)

· w17862 - CE 13.12 on binarisation of transform coefficients (Khaled Mammou)

· w17863 - CE 13.13 on software crosscheck (Maja Krivokuca)

· w17867 - CE 2.15 on attributes coding support (Mika Pesonen)

· w17869 - CE 2.16 on upsampling and downsampling (Jungsun Kim)

· w17870 - CE 2.17 on color and geometry smoothing (Ohji Nakagami)

· w17871 - CE 2.18 on patch packing (Danillo Graziosi)

· w17873 - CE 2.19 on tiles and slices (Euee Jang)

· w17889 - Current Status of covering PCC requirements (Gaelle Martin-Cocher)
Groups and Tracks

· The MPEG 3DGC group develops the technologies in the PCC Track.

· Please subscribe by using https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc
Timelines

· Video-based PCC expected to become CD in October 2018

· Graphics-based PCC expected to become PDAM in Mars 2019

4.7.2 Video

Relevant MPEG Output documents from this meeting

· N17717
Summary on MPEG-I Visual Activities  
· N17718
Overview of MPEG-I Visual Test Materials  
· N17721
Exploration Experiments on Windowed-6DoF  
· N17722
Exploration Experiments on Omnidirectional 6DoF  
· N17723
Exploration Experiments on Compression of Dense Light Fields
Groups and Tracks

· MPEG video in the MPEG-I Visual Track (mpeg-i-visual)

· Please subscribe by using https://lists.aau.at/mailman/listinfo/mpeg-i-visual
4.7.3 Audio

6DoF Audio permits coding and presentation of audio signals that provide 6DoF experiences.
Relevant Standards developed by MPEG

· MPEG-H 3D Audio, ISO/IEC 23008-3 3D Audio (Low Complexity Profile)

· MPEG-I Immersive Audio, ISO/IEC 23090-1 Immersive Audio

Relevant MPEG Output documents from this meeting

· N16582 Text of ISO/IEC 23008-3:201x 3D Audio, Second Edition
· N17030 Text of ISO/IEC 23008-3:201x/COR 1
4.7.4 Scene Description

Scene description enables create synthetic and hybrid presentations in order to integrate different media formats into 6DoF experience. 

Relevant Standards developed by MPEG

· None yet
Relevant MPEG Output documents from this meeting

· w17747: Requirements on Integration of Scene Description in MPEG-I
· w17890: Scene Description Integration in MPEG-I
Groups and Tracks

· The MPEG Requirements group coordinates the project in the MPEG-I scene description track.

· Please subscribe to: https://lists.aau.at/mailman/listinfo/mpeg-i
4.8 Additional Technical Components
4.8.1 Network-based Media Processing

Recent developments in multimedia have brought significant innovation and disruption to the way multimedia content is consumed. With the emergence of VR and AR/MR applications, users can interact and navigate the consumed content along multiple degrees of freedom. Advanced media processing technologies (e.g., network stitching for VR service, super resolution for enhanced visual quality, transcoding, viewport extraction for 360° video) require too much compute power to be executed on modern mobile devices.

Network-based Media Processing (NBMP) will be a framework that allows service providers and end users to describe media processing operations that are to be performed by the network. NBMP describes the composition of network-based media processing services out of a set of network-based media processing functions and makes these network-based media processing services accessible through Application Programming Interfaces (APIs). NBMP framework allows content and service providers to describe, deploy, and control media processing for their content in the network. The NBMP Framework will be interoperable with existing Cloud platforms and is designed to integrate with multiple network environments such as 5G.


Relevant Standards developed by MPEG

· ISO/IEC 23090-8 Network-based Media Processing
Relevant MPEG Output documents from this meeting

· w17872 - WD of ISO/IEC 23090-8 Network-based Media Processing (jaehyeon bae)
· w17874 - Description of Core Experiments on Network-based Media Processing (Kyungmo Park)

Groups and Tracks

· The MPEG Systems group develops NBMP technologies in the NBMP Track.

· Please subscribe: https://lists.aau.at/mailman/listinfo/mpeg-nbmp
Timelines

ISO/IEC 23090-8 Network-based Media Processing
· MPEG#124: CD

· MPEG#125: DIS

· MPEG#127: FDIS
4.9 Metrics for Immersive Services

A consistent method to capture, measure and analyse such impact is essential to quantify and assess the VR product and application performance and effectiveness, maximize feelings of presence and enjoyment, and further optimize the product and experience design. While it is challenging to quantify the super accurate immersive level or emotional impact from the aggregate data, it is critically important to identify the basic objective metrics needed for a quality VR experience for MPEG-I use cases.

To specify the metrics and measurement framework to enhance the immersive media quality and experiences. It also includes a client reference model with observation and measurement points to define the interfaces for the collection of the metrics.
Relevant Standards developed by MPEG

· MPEG-I ISO/IEC 23090-6 Coded representation of immersive media: Immersive Media Metrics
Relevant MPEG Output documents from this meeting

· N17654: WD of ISO/IEC 23090-6 Immersive Media Metrics
Groups and Tracks

· The MPEG Systems group develops metrics in the OMAF Track.

· Please subscribe: http://lists.aau.at/mailman/listinfo/mpeg-maf-dev
Timelines

· MPEG#126: CD

· MPEG#127: DIS

· MPEG#129: FDIS
5 Khronos/OpenXR

The Khronos group announced a VR standards initiative which resulted into OpenXR (Cross-Platform, Portable, Virtual Reality) defining an APIs for VR and AR applications. Further information is available here: https://www.khronos.org/openxr. OpenXR defines two levels of API interfaces that a VR platform’s runtime can use to access the OpenXR ecosystem:
· Apps and engines use standardized interfaces to interrogate and drive devices. Devices can self-integrate to a standardized driver interface.

· Standardized hardware/software interfaces reduce fragmentation while leaving implementation details open to encourage industry innovation.
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Figure 2. OpenXR Architecture Design Goals (source: https://www.khronos.org/openxr).

The latest public information from SigGraph is available here

· OpenXR – First Public Demonstrations at SIGGRAPH 2018 with details here. 

· Details on the status are provided here: 
· https://www.khronos.org/blog/openxr-first-public-demonstration-at-siggraph-2018. 

· https://www.khronos.org/events/2018-siggraph

6 W3C
The WebXR Device API Specification (https://immersive-web.github.io/webxr/) provides interfaces to VR and AR hardware to allow developers to build compelling, comfortable VR/AR experiences on the web. It is intended to completely replace the legacy WebVR specification when finalized. In the meantime, multiple browsers will continue to expose the older API. The latest “WebXR Device API, Editor’s Draft, 20 August 2018” is available here https://immersive-web.github.io/webxr/spec/latest/ and provides an interface to VR/AR hardware. It is marked as “UNSTABLE API”.

Additionally, there has been a presentation at 3GPP/VRIF workshop which is accessible here http://www.3gpp.org/ftp/tsg_sa/WG4_CODEC/Joint%203GPP%20SA4%20-%20VRIF%20Workshop%20on%20VR/Docs/VRSTD-03%20W3C%20Wendy%20Seltzer.zip but only provides a rough overview about W3C and W3C Immersive Web: Virtual and Augmented Reality (https://www.w3.org/community/webvr/).

7 ETSI
ETSI launched new group on augmented reality (http://www.etsi.org/index.php/news-events/news/1244-2017-12-news-etsi-launches-new-group-on-augmented-reality), specifically a Augmented Reality Framework Industry Specification Group (ARF ISG) which can be found here http://www.etsi.org/technologies-clusters/technologies/augmented-reality. “In this initial phase of work the ARF ISG is interested in hearing from the industry about AR industrial use cases, obstacles encountered when deploying (pilot) AR services and requirements for interoperability.”
8 VR-IF 
VRIF published guidelines at CES 2018, and these are available here http://www.vr-if.org/guidelines/: The initial release of the VRIF Guidelines focuses on the delivery ecosystem of 360° video with three degrees of freedom (3DOF) and incorporates:

· Documentation of cross-industry interoperability points, based on ISO MPEG’s Omnidirectional Media Format (OMAF)

· Best industry practices for production of VR360 content, with an emphasis on human factors such as motion sickness

· Security considerations for VR360 streaming, focusing on content protection but also looking at user privacy.

From publich communication at IBC, the following information is collected.
· VRIF members exhibited at IBC2018 (see vr-if.org). Release 2 still planned for early 2019. Guidelines for use of text and fonts moving ahead well; will likely explicitly address subtitles too. 
· Upcoming versions

· Live VR 360 Services

· Use of HDR in VR 

· Text and fonts, including subtitles

· Security: watermarking in VR content 

· Adding Presentation APIs to Guidelines likely only beyond 2.0

· Testing and Interop: slowly moving ahead
9 GSMA VR/AR Cloud

GSMA has initiated work on VR/AR Cloud https://www.gsma.com/futurenetworks/technology/understanding-5g/cloud-ar-vr/
Virtual Reality (VR) and Augmented Reality (AR) are transformative technologies which will revolutionise the consumption of content in both the consumer and enterprise sectors. With more and more services moving to the Cloud, VR/AR will likely follow the trend. AR/VR requires significant data transfer, low latency, big storage and massive computing capabilities, where telecom operators can play important roles via 5G, Edge Computing and the Cloud.The GSMA would like to establish a Cloud VR/AR Forum focusing on the following topics, in order to help operators tackle the challenges of this new service:

· Identify the key use cases in Cloud VR/AR

· Investigate value chain, stakeholders and business models

· Share case studies and best implementation practices

· Define a recommended service architecture to accommodate 5G Cloud based services
10 Other Activities

Other activities may be tracked, for example the existence and development of open source technologies such OpenSceneGraph and so on.
11 Proposal

Based on this information it is proposed:
· To keep track of activities outside 3GPP SA4 in a permanent document based on this document 

· To add relevant information to the Technical Report, especially completed and agreed use cases and requirements, completed specifications or other information that may support potential normative work in 3GPP 

· To send an LS to 3GPP SA1 to inform about the work and our study here and invite SA1 to contribute to the development of our TR based on the agreed outline.

· To send an LS to 3GPP SA1 to any other organizations that develop use cases and requirements. Examples may be GSMA and ETSI ISG AR. 
· To prepare an LS to be sent to MPEG and Khronos on informing on the work and asking for the development of technical enablers. The LS would only be sent form SA4#101.[image: image7.png]
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