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1
Decision/action requested

Approval of content altering corrections to TR 33.841
2
References

3
Rationale

There are several areas of the current text that would benefit from changes. This document includes those changes that would materially alter the meaning of the text, and are thus treated separately from purely editorial changes. In addition we include what are intended to be minor clarifications that are to help the reader.
· Insertion of a summary explanation of quantum circuit depth, and NIST estimates relating to it.

· Deletion of editor's note on FLOPS. FLOPS are not the correct measure of work for cryptographic purposes, and this is already noted in the paragraph preceding the note. FLOPS however are the standard measurement of supercomputer capabilities, on which the assessment is made. The translation between the two is based on assumptions about vectorization of x86 instructions for floating point operations and AES-NI in current high-end processors.
· Deletion of the separate conclusion section in 8 – other sections do not have independent conclusions, so we suggest having one consolidated conclusion section where all final thoughts are gathered so that the reader does not have to search the document for each section's conclusions.

· Deletion of paragraph 1 in 9.1 and replacement by noting that the requirement identified is already stated in 33.501.

· Deletion of paragraph 2 in 9.1. The content here would be better in another section if it is included at all (say, section 7). However, the conclusion of the paragraph is a duplicate of the previous (now deleted) paragraph, and moreover the conclusion drawn does not relate to the premise of the argument, so we suggest simply deleting the content.

· Change of key size in 9 from 'thousands' to 'thousands or millions' to reflect the ranges of the NIST submissions.

· Change 13.1.1. as original form of words implies that the 5G RAN can support AES-256 without affecting the performance of the network (a conclusion that is still FFS in this document).

4
Detailed proposal

*****************  BEGIN CHANGES  ***********************
4.1 
Introduction

A quantum computer is a computer which makes use of quantum-mechanical effects.  These effects include superposition, which allows quantum bits (qubits) to exist in a combination of several states at once, and entanglement, which allows connections between separate quantum systems such that they cannot be described independently.  There exist quantum algorithms that use these effects to solve certain cryptographic problems more efficiently than they could be solved on a classical computer.  However, due to the reliance on physical effects quantum computing is inherently error prone, meaning that circuits for quantum algorithms require extra qubits for error correction.  This quantum error correction means that the complexity of the quantum computer required to carry out certain quantum algorithms is greater in practice than in theory.  With the advances in quantum computing, the security community feels it is important to start preparing our information security systems to be resilient to this potential threat.
Determining how to cost an attack with a quantum computer is difficult. The number of qubits must be taken into account, along with the number of quantum gates in the circuit, and the number of sequential evaluations of the gates, called the depth of the circuit. Depth governs how long the calculation will take. With a gate-time of a few nano-seconds, a depth of around 250 would take one year to evaluate. 
*****************  END CHANGES ***********************

*****************  BEGIN CHANGES ***********************

5.1
Predicted timescales and resources for quantum computing

It is unclear when a quantum computer that threatens cryptography will become available.  However, [7] cites an estimate that a quantum computer capable of breaking 2048-bit RSA may be built by 2030 for a cost of one billion US dollars.  At the First Post Quantum Cryptography (PQC) Standardization Conference in 2018, NIST [28] cited another estimate that there is a 1 in 7 chance that some fundamental public-key cryptography will be broken using a  quantum computer by 2026, and a 1 in 2 chance of the same by 2031. It is likely that the cost of building a quantum computer will fall rapidly in the years following this.  The efficacy of a quantum computer is inherently connected to its fault-tolerance and the requirement for quantum error correcting codes. The estimated number of physical qubits per logical qubit varies by several orders of magnitude (10 - 104) between different types of physical qubits. It is worth noting that for one type, current estimates for one logical qubit are 3600 physical qubits for quantum error correction [10].   Furthermore [8] describes improving fault tolerance in a scalable architecture as "a potential show stopper for the entire effort". 
NIST's submission requirements, [29], also discuss expected circuit depth restrictions in assessing quantum attacks. Their estimates for the expected number of quantum gate operations that can be done serially in one year is 240. based on predicted developments in quantum computers. 
Two research papers, [9, Table 2] and [13], have estimated the quantum resource needed to break ECC and RSA algorithms based on Shor’s algorithm under certain assumptions. They estimate that for current asymmetric cryptographic algorithms O(212)  logical qubits are required, and O(240) to O(250) quantum gates with a comparable depth. This implies that commonly used asymmetric cryptographic algorithms are at risk when a quantum computer with O(223) physical qubits can be built.

Grassl et al. analyzed the quantum resources required to carry out an exhaustive key search for the Advanced Encryption Standard (AES) by using Grover’s algorithm, [11]. The paper suggests that a similar number of logical/physical qubits will be required to attack one AES key, but the number of gates required is significantly higher with a total of O(286), of depth O(281), for AES-128, rising to O(2151), depth O(2145), for AES-256. 

The report [12] states that it is conceivable that a 220 physical qubit system will be available in 10 years, though it does not give an estimate of the cost. If so, a large-scale quantum computer with sufficient qubits for some cryptographic problems could be built in 10-20 years, which is within the lifecycle of 5G systems and would compromise its asymmetric cryptography. However, [11] also notes that with their estimate of the large circuit depth required to implement Grover’s algorithm, "it seems challenging to implement this algorithm on an actual physical quantum computer".". This is a conclusion shared by the call for proposals for the NIST PQC standardization [29].
*****************  END CHANGES ***********************

*****************  BEGIN CHANGES ***********************

7
Study of full entropy 256 bit keys in the 5G key hierarchy

7.1
Risks and mitigations for quasi-random IVs in counter mode

7.1.1
The attacks and their cost

When a block cipher is used in counter mode, reuse of the same counter block can in some cases compromise the confidentiality of the system.  We have identified three potential attacks.

Attack 1: If the same counter block is used twice by the same user with the same key, then there is an immediate and serious loss of security. This means that two different plaintext segments are encrypted by XORing with the same keystream block, and hence the attacker can recover the XOR of the two plaintext segments. Depending on the entropy of the plaintext, this may be enough to recover both plaintext segments in their entirety.

Attack 2: A computationally efficient attack is also possible if the same predictable counter block is likely to be used by many different users with different keys. (A simple example of this would be if the first counter block used with a newly computed key is always the zero block.) It may then be worthwhile for the attacker to precompute a large rainbow table, based on the mapping from a variable key and that fixed counter value to a variable keystream block. Whenever a known plaintext block is encrypted with that fixed counter value, the attacker can then use the rainbow table to look up the keystream block and (if successful) recover the key. The probability of success on each occasion depends on the number of keys covered by the rainbow table. Building the table may be computationally demanding, but only has to be done once; the time taken for an individual attack instance can then be much lower. (Note: rainbow tables are not the only possible construction for these look-up tables, but they are typically the most efficient.)

Attack 3: Finally, a multi-target attack is possible if known plaintext is encrypted with the same counter block by many different keys, and if the attacker can collect 2k of these cipher blocks, and thus 2k blocks of keystream, then the attacker would expect to perform 2n-k trial encryptions of the counter block to find one match with high probability. Note that the blocks may come from different users, and there is no control over which key is recovered.

Attack 1 does not involve any kind of key search, and has very low computational complexity.  For attacks 2 and 3, it is not clear that there is any impact of quantum computing through Grover’s algorithm which is usually phrased in terms of finding as single input to a function that gives one specific output. However, classical computing may reach zetta-scale power by 2030 if Moore’s law continues to hold. That means, it is plausible to expect that the most powerful supercomputer in 2030-40, will be able to perform O(270) FLOPS. A cryptographically significant computation is not equivalent to one floating-point operation (say on a Xeon), so this may equate to fewer cryptographic operations per second per super computer, perhaps around O(264). Thus, for instance, Attack 3 with n=128 and k=32 may take hundreds, if not thousands, of years. For reference, over the previous 20 years, the leading super-computers of the day cost between 100 and 400 million dollars.

*****************  END CHANGES ***********************

*****************  BEGIN CHANGES ***********************



9
Study of coexistence of different size keys and key size negotiation.

Editor's note: This section needs to be reviewed once content in the clauses above has been added.

Editor's Note: This section will contain study on key size negotiation: The security specification should be flexible so as to be easily adapted or upgraded in the future, particularly taking into consideration roaming situations.

Editor's Note: This section will also contain study on coexistence of different size keys: In 3GPP networks, 256-bit keys in 5G will need to coexist with 128-bit keys in legacy networks or earlier 5G phases.  This entails storage of keys and separate key derivation algorithms both on the UE and in the core network.
9.1 Ensuring system parameters support variable length keys 



The 5GC and 5GRAN are already required to support the transport of 256-bit symmetric keys as per requirement 5.1.3 in [16].
Any public keys in the 5G system may have to be of variable size to support security equivalents of the different symmetric key lengths. In particular, proposed quantum safe public key algorithms sometimes have very large key sizes (running into many thousands or millions of bits). Accordingly, messages, fields and other parameters communicating public keys should potentially allow for very long message sizes: up to millions  of octets. 

To avoid making multiple changes in future specifications, it is proposed not to set upper bounds on key lengths in any key e.g. to use LV or TLV constructions rather than zero-padding keys up to a larger fixed length. 
*****************  END CHANGES ***********************

*****************  BEGIN CHANGES ***********************

13
Study of individual algorithm details

Editor's Note: This section will study the details of encryption and integrity algorithms. For example, accommodating 256-bit session/intermediate keys in 5G, may, in some cases, simply entail using larger-key versions of current algorithms, while in other cases new algorithms may need to be chosen altogether.  
13.1 
Radio interface encryption and integrity algorithms

13.1.1
AES

It would be natural to adapt the encryption and integrity algorithms based on 128-bit AES to use 256-bit AES; there is the opportunity to consider newer modes of operation, such as GCM, or AEAD which combines confidentiality and integrity mechanisms. There are published attacks that are notionally very slightly better than exhaustive search on 256-bit AES (http://link.springer.com/chapter/10.1007/978-3-319-19962-7_3), but in practice it remains a completely standard choice of strong algorithm.
*****************  END CHANGES  ***********************

