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Introduction
[bookmark: _GoBack]The current version of the FR2 UE RF specification [2] provides tentative values for the absolute and relative transmit power control tolerance.  During the RAN4 #88 meeting an analysis of network outage and converged TPC error performance made the following observations [3]:

Observation 1: In the UMa scenario the outage probability increases by 2%-6% given the absolute power tolerance in [1] when ISD is 400 m, and the outage probability increase is minimal when ISD is 200m. 

Observation 2: The mean throughput loss from the converged power control error is up to 4% for Indoor office and 6% for UMa, when the converged power control error is 5 dB.


During offline discussions some companies observed that the analysis in [3] did not consider convergence time of the power control algorithm and that possible revisions of the TPC tolerance values may be motivated by this metric.

This paper provides further analysis of the issue by considering TPC algorithm convergence.  Because TPC algorithms are BS implementation-specific, this analysis considers very basic TPC aspects in an effort to draw more general conclusions.
Discussion
Because typical system level simulation platforms do not implement TPC algorithm transitions and convergence from open loop through multiple closed loop steps, a new (and simplified) simulation platform was developed to prepare this analysis.

Since TPC performance is a link-level metric associated with large-scale fading (e.g. path loss, shadowing, antenna directivity and orientation), it is not necessary to consider multiple cells and the associated SLS platform complexity.  Likewise, small-scale fading and frame structure can be abstracted.

We model the UE-BS path loss as a stationary random variable for the purpose of TPC convergence analysis (i.e. the path loss is assumed to remain fixed over the duration of the TPC loop convergence).  To get a sense of the distribution of path loss in a network, we collected path loss samples from a system level simulation with UMa and ISD=200 m in a vector, normalized the path loss to a minimum of 0 dB, and applied a moment matching technique to estimate the distribution [3].  Figure 1 below illustrates the results.
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[bookmark: _Ref525860035]Figure 1: Distribution of path loss in UMa model with ISD=200

Based on these results, we selected the normal distribution with mean 45 dB and standard deviation 8.7 dB.  A Rician distribution with parameters K = 52 and  (scale) = 45 is also a good candidate.

The value of p-Nominal (i.e. the BS rx power target for the TPC loop) within this distribution of path losses is separated into three scenarios:
· Scenario 1: most users need large + adjustments in power
· Scenario 2: most users need small + adjustments in power
· Scenario 3: most users need small +/- adjustments in power

Received signal strength estimators at the UE and BS are modeled as independent normal distributions with expanded uncertainty = 6 dB.  Expanded uncertainty assumes 95% confidence in the estimated value being within +/- 6 dB of the true value.  Thus, the standard deviation of the UE and BS RSRP error distribution is 6/1.96 = 3.06 dB.  UE output power is assumed to be configurable between -13 dBm and 23 dBm.  All UE output power tolerances are also assumed as expanded uncertainty values.

The multi-step TPC algorithm is modeled in the following way:
1. In the first (open loop) step the UE estimates the path loss and sets its output power according to the absolute power tolerance specification
2. In the subsequent (closed loop) steps the BS calculates the TPC command and configures the UE output power according to the relative power tolerance specification

Three different algorithms of BS TPC command calculation are implemented:
1. (Case 1) Path loss estimation: BS estimates path loss and calculates TPC command; also considers aggregation and averaging of PL estimates
2. (Case 2) Direct calculation of TPC command: BS measures rx power, calculates delta with p-Nominal, and sends TPC command; also considers aggregate and average of rx power estimates
3. (Case 3) Direct calculation of TPC command with reduced TPC step size: BS uses direct calculation approach but sets TPC command to be 1/2 of the calculated difference

Convergence of TPC loops is analyzed for four types of OL and CL requirements on UE TPC tolerance:
· Baseline: current values in [] in 38.101-2
· Types A though C: progressively tighten the baseline in 1 dB steps
· For CL tolerance formulation this tightening removes granularity of the requirement in terms of CL step size
· Cases 4, 5, and 6 implement Type A, B, and C OL and CL TPC tolerance requirements together with the direct calculation of TPC command approach by the BS

The requirement types are shown in Tables 1 and 2 below.

Table 1: OL tolerance requirement types
	Type
	OL Tolerance

	
	Pmin ≤ P ≤ Pint
	Pint < P ≤ Pmax

	Baseline
	14.0
	12.0

	Type A
	13.0
	11.0

	Type B
	12.0
	10.0

	Type C
	11.0
	9.0



Table 2: CL tolerance requirement types
	Type
	∆P
	CL Tolerance

	
	
	Pmin ≤ P ≤ Pint
	Pint < P ≤ Pmax

	Baseline
	2.0
	5.0
	3.0

	
	3.0
	6.0
	4.0

	
	4.0
	7.0
	5.0

	
	10.0
	8.0
	6.0

	
	15.0
	10.0
	8.0

	
	> 15.0
	11.0
	9.0

	Type A
	2.0
	5.0
	3.0

	
	3.0
	5.0
	4.0

	
	4.0
	6.0
	4.0

	
	10.0
	7.0
	5.0

	
	15.0
	9.0
	7.0

	
	> 15.0
	10.0
	8.0

	Type B
	2.0
	5.0
	3.0

	
	3.0
	5.0
	3.0

	
	4.0
	5.0
	3.0

	
	10.0
	6.0
	4.0

	
	15.0
	8.0
	6.0

	
	> 15.0
	9.0
	7.0

	Type B
	2.0
	5.0
	3.0

	
	3.0
	5.0
	3.0

	
	4.0
	5.0
	3.0

	
	10.0
	5.0
	3.0

	
	15.0
	7.0
	5.0

	
	> 15.0
	8.0
	6.0



A detailed example of the simulation steps is shown in Figure 2 below. 
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[bookmark: _Ref525861386]Figure 2: TPC convergence step by step

We observe a general trend of decreasing TPC error from step 1 (open loop) through the subsequent closed loop steps.

A comparison of the convergence of the three modeled algorithms (Cases 1, 2, 3) is shown in Figure 3 below.
[image: ]
[bookmark: _Ref525861575]Figure 3: Comparison of TPC algorithms

Observation 1: TPC convergence is dominated by the BS algorithm and parameters associated with BS performance. When the BS estimates path loss (Case 1), TPC error is driven by both UE TPC tolerance and BS RSRP error and has slow convergence (8 steps). When the BS derives TPC command from estimated Rx RSRP (Cases 2, 3), TPC convergence is fast (4 steps), and error is driven by BS RSRP estimator. When the BS uses smaller steps for the TPC command (Case 3), TPC error is reduced.

A comparison of the convergence of the four UE TPC tolerance requirement types (Cases 2, 4, 5, 6) is shown in Figure 4 below.
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[bookmark: _Ref525861879]Figure 4: Comparison of UE TPC tolerance requirement types

Observation 2: Tightening UE OL TPC requirements from baseline to Type A, B, or C improves step 1 TPC error and marginally step 2 TPC error.

Observation 3: Tightening UE CL TPC requirements from baseline to Type A, B, or C has negligible impact on TPC loop convergence. Type A, B, and C requirements have significant impact on UE implementation complexity. Improvement of BS algorithm from Case 2 to Case 3 has greater effect.

According to the results of the scenarios and cases analyzed in this study, further tightening OL or CL TPC tolerance for the UE has negligible impact on TPC convergence.

Observation 4: Based on prior study of NW simulation performance and this study on TPC algorithm convergence, the tentative values for OL & CL TPC tolerance can be confirmed without modification.

Observation 5: If further study is needed, a framework for analyzing TPC loop convergence is recommended to evaluate proposed values for UE TPC tolerance. Such a framework should include some assumptions about the BS TPC algorithm.
Conclusions
Based on the analysis provided in this paper, the following observations can be made:

Observation 1: TPC convergence is dominated by the BS algorithm and parameters associated with BS performance. When the BS estimates path loss (Case 1), TPC error is driven by both UE TPC tolerance and BS RSRP error and has slow convergence (8 steps). When the BS derives TPC command from estimated Rx RSRP (Cases 2, 3), TPC convergence is fast (4 steps), and error is driven by BS RSRP estimator. When the BS uses smaller steps for the TPC command (Case 3), TPC error is reduced.

Observation 2: Tightening UE OL TPC requirements from baseline to Type A, B, or C improves step 1 TPC error and marginally step 2 TPC error.

Observation 3: Tightening UE CL TPC requirements from baseline to Type A, B, or C has negligible impact on TPC loop convergence. Type A, B, and C requirements have significant impact on UE implementation complexity. Improvement of BS algorithm from Case 2 to Case 3 has greater effect.

Observation 4: Based on prior study of NW simulation performance and this study on TPC algorithm convergence, the tentative values for OL & CL TPC tolerance can be confirmed without modification.

Observation 5: If further study is needed, a framework for analyzing TPC loop convergence is recommended to evaluate proposed values for UE TPC tolerance. Such a framework should include some assumptions about the BS TPC algorithm.
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Annex
The TPC convergence results for Scenarios 1 and 2 are shown below.
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Figure 5: Convergence of TPC, Scenario 1
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Figure 6: Convergence of TPC, Scenario 2
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