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1 Background

In this update of [1] we continue the discussion on the virtue of the Power Calibration Gaps (PCG) in relation to existing low-complexity Digital Predistortion (DPD) technologies and the impact of PCGs on the network behavior. 
According to the way forward [2] the UE is assumed to have DPD for meeting the TX requirements with PCG, RAN4 is ivited to study how to introduce UE PCG requirements into its specifications. We propose that the claimed MOP/ACLR gains and UE cost aspects with PCG be eluclidated fully in relation to other low-complexity linearization methods, BS scheduling complexity and network performance before any decision of PCG specification is taken.

The primary motivation for introducing PCG  in NR is to enable UEs to implement DPD techniques without resorting to highly complex implementations involving dedicated feedback receiver chains [3]. The concept of power calibration gaps was introduced in [4] to allow the UE to utilize the gap to calibrate its PA without introducing additional RF chains into the implementation. The PCG can be used for inserting known calibration signals in the UL while using the other transceiver path as a measurement receiver, for example. Figure 1 (from [4]) shows the case with dual-layer uplink transmission in which the can UE can send calibration signals on the layer A while B is used as measurement receiver during the gap. Other methods using single-antenna precoders are also proposed in [4].
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Figure 1: use of PCG with dual-layer transmissions.

Off-line calibration with dedicated signals with repeated properties could speed up integration time and calibration, but there are also standard DPD low-complexity methods on the the transmitted signal that do not require scheduled gaps. 

2 Standard DPD on the actual transmitted signal (without gaps)
A handset architecture with multiple four-element dual-polarized arrays with 16 PAs or more for meeting the maximum output power requirements is used in [3] as an example to illustrate the complexity: dedicated DPD feedback loops on each of the TX branches would indeed increase complexity. However, DPD functionality can be shared and implication complexity thereby be reduced while still improving linearity and achieving higher power operating-points in the non-linear region.
DPD can be adapted on the actual transmitted signal with well-established standard techniques. A shared DPD in either open- or closed loop configuration can successfully linearize standard CMOS based PA:s to be within current ACLR specifications and allow an EIRP increase. 
Figure 2 shows a standard architecture for DPD adaption on the actual transmitters signal with a dedicated DPD on each branch. A shared DPD in this context means that the same DPD actuator setting is used in all TX branches or that all branches share a single DPD actuator even though there is spread in PA transfer functions in each branch. Thus the shared DPD is not linearizing each branch perfectly, it merely provides a good enough linearization using a lower transceiver complexity. We remark that the figure shows a fully digital antenna precoding scenario with dedicated DPD blocks per branch, but with is a shared adaptation algorithm copying the same DPD content into each DPD actuator and one feedback path; in other architecures multiple branches can share the the same DPD actuator.
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Figure 2: standard achitectue with dedicated DPD on each branch.

The adaptation of the single DPD setup for all TX branches can either be done 
· in closed loop fashion based on an average response of the PA:s (or a single PA response) 

· or open loop fashion with predetermined tables produced in factory calibration across frequency and temperature.
Improved ACLR performance and increased EIRP can be obtained with shared DPD even though the spread of the charactericts of the PAs in the different TX branches is large. A typical CMOS PA transfer function spread (local mismatch and process spread) is shown in Figure 3 based on a simulation used as PA models (in this case without memory effects). Populating the TX branches with PAs with characteristics drawn from the significant AM-AM and AM-PM spread shown in Figure 3 can still give ACLR improvments while allowing an EIRP increase (100 MHz bandwidth).
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Figure 3: example spread of the transfer functions of PAs in different TX braches that still allowed ACLR and EIRP improvements.
Figure 4 shows the ACLR gain that can be achieved per TX branch in a 64 TX BS array linearized by using a low-complexity shared DPD actuator. The curves show the ACLR for each of the 64 branches with and without DPD linearization (the abscissa from 1-64). The average ACLR gain is around 10 dB despite significant spread in the PA characteristics (cf. Figure 3). The same type of architecture can be implemented in UEs.
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Figure 4: ACLR with and without DPD for each element of a 64 TX BS array.

The linearization using the actual transmitter signal with a shared DPD adaptation can also be used for achieving a higher operating point at at given ACLR level. This means that the EIRP can be increased while maintaining the ACLR performance. By comparison, [3] reports MPR gains of 0.5 dB for QPSK, 1.0 dB for 16QAM, and 1.5 dB for 64QAM with and without PCG (the reference is unclear: one might assume that ‘without’ means no DPD). 

One other aspect is that the ACLR requirement is a mere 17 dBc for the UE in FR2. The CFR might be the most efficient, or only in-band linearization for EVM with narrower bandwidth.

3 Impact of gaps on scheduling in a multi-user scenario
According to the way forward [5] the scheduling of the gaps is conditioned on a number of side conditions, e.g.

· the gap duration 
· one slot, i.e. no UL for one TX port or no UL at all (gap for all TX ports simultaneously) for a contiguous duration of 14 symbols depending on the capability for the UE scheduled 

· gap periodicity

· the periodicity can be fixed (allocated by the network) or depends on number of parameters (when triggered by the UE)

· for gaps with fixed periodicity, the gap period is at most 8,000 slots (1000 ms with 60 kHz SCS / 500 ms with 120 kHz SCS) or periodicity is defined as UE capability

· for gaps triggered by the UE, details are FFS other events, UE power or UE TX BW change, network assigns gaps based on information from UE reports or UL grant information

· the gap is applied only when UE is operating at relatively high power level
Even if the gap periodicity is long compared to radio frames or any event-triggered gaps are les frequency in the said time-frame, dependencies such as power levels and bandwidth changes imply multiple side conditions on scheduling that affect all users including those not requiring PCG. To this end, a reduced set of PA calibration gap parameters is proposed in [3], while the need for using bandwidth changes as a trigger is questioned in [6].
It is claimed in [7] that the above gaps have “’infinitesimal’ impact on user throughput” on user performance. However the gaps from multiple users are not scheduled simultaneously, this depends on the UL SG of each inividial user as shown in Figure 5 (as received by the BS with slots of different users aligned). This means that for scheduling multiple users there will be multiple side conditions imposed by the bullets above that will constrain scheduling with possible impact on both user- and system performance. Scheduling is not only about a single link.
Another aspect that should be considered what happens if gaps are not scheduled for UEs that need gaps. 
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Figure 5: PCG configured in the UL for multiple users as seen at the BS.
4 Proposal
We propose that the claimed MOP/ACLR gains and UE cost aspects with PCG be eluclidated fully in relation to other low-complexity linearization methods, BS scheduling complexity and network performance before any decision of PCG specification is taken.
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