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Introduction
The study item on integrated access and backhaul aims at supporting NR cells which are self-backhauled using the NR radio interface to other NR nodes which are connected to a traditional transport network. 
The following requirements are mentioned in the study item description:
· Efficient and flexible operation for both inband and outband relaying in indoor and outdoor scenarios 
· Multi-hop and redundant connectivity
· End-to-end route selection and optimization
· Support of backhaul links with high spectral efficiency
· Support of legacy NR UEs

Architecture wise there are many ways in which integrated access and backhaul can be supported. The aim of this contribution is discussing different approaches for supporting backhaul to the IAB nodes. 

Terminology
The following terminology is used in this contribution:
· IAB donor node (IAB-DN): The gNB or part of the gNB, that is using NR to backhaul other NR nodes. 
· IAB node (IAB-N): The NR node being backhauled using NR radio to another NR node (either an IAB node, or an IAB donor node)
· IAB backhaul link: The NR link between the IAB node and the other IAB nodes or IAB donor node providing backhaul. 
· Access link: The link between a UE and a IAB donor node (in case UE is being directly served by it without an intermediary IAB-N).
· IAB access link: The link between the IAB node and the UEs.
· Inband/Outband: Inband means that the same carrier frequency is used both for the IAB-backhaul link and the IAB-access link. Outband means that the IAB-backhaul link and the IAB-access link uses different carrier frequency. 
In this contribution we assume the IAB node has DU functionality as proposed in R3-181311.
IAB architecture options for support IAB backhaul
There are several different options on how the architecture for the backhaul could look like, both when it comes to UP and CP aspects. In general, it is assumed that the backhaul interface should be as similar to the access interface as possible when it comes to the lower layers e.g. RLC/MAC/PHY, but when it comes to higher layers e.g. NAS/RRC/PDCP it may not be so obvious what should be done. 
[bookmark: _Toc502920403][bookmark: _Toc503259045][bookmark: _Toc503262496][bookmark: _Toc503425409][bookmark: _Toc503438384][bookmark: _Toc503475869][bookmark: _Toc506552408]The IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link. IAB related changes to these protocols should minimized. 
[bookmark: _Toc502920404][bookmark: _Toc503259039][bookmark: _Toc503262490][bookmark: _Toc503438378][bookmark: _Toc503475863][bookmark: _Toc506552404]Impacts on and usage of NAS/RRC/PDCP layers in the IAB node is subject to further studies. 
In our view it is beneficial if IP (or possible L2 connectivity) could be supported to the IAB node since it makes possible to support any service relying on IP or L2 connectivity (e.g. OAM interfaces, backhaul for other accesses such as WLAN and LTE).
[bookmark: _Toc502920341][bookmark: _Toc502920398][bookmark: _Toc503259040][bookmark: _Toc503262491][bookmark: _Toc503438379][bookmark: _Toc503475864][bookmark: _Toc506552409]IP connectivity (or L2 connectivity) to the operator network should be supported IAB node making it possible to also support any service relying on IP connectivity (e.g. OAM interface, backhaul for other technologies).
Currently UEs connecting to 3GPP network will get IP connectivity to the packet data network. In NR/5GC the IP connectivity is provided by the UPF and established during PDU session establishment. Also, Ethernet PDU sessions are supported. It is possible to reuse this functionality also for IAB nodes with the difference that the UPF function should provide IP connectivity to the operator’s internal network. This solution is referred to as a tunnelling-based solution since the IP packets towards the IAB node are tunnelled transparently from the UPF of the IAB node. 
Tunnelling:
In this option the IAB node gets its own IP address located in a UPF (IAB node) in operator’s network. Typically, we assume this UPF will be co-sited with the CU serving the IAB node. When the UE modem part of the IAB node connects to the network it will be assigned an IP address of this UPF. Once the IAB node has got an IP address it can begin to establish F1 to the CU as normally. From the CU point of view the IAB node looks in principle as a normal DU. 
The user plane path for a single hop IAB node is illustrated below:
[image: ]
Figure 3 Example single hop L3 backhaul	
Step 1: A DL packet arrive from the 5GC.
Step 2: The CU which has the UE context knows that the UE is located in the IAB Node and therefore sends the packet in a F1-U GTP tunnel to the IAB Nodes IP address. 
Step 3: The UPF function serving the IAB Node (provides IP connectivity) knows that the IAB Node is located in the CU which has the IAB context. 
Step 4: The CU with the IAB context knows the IAB is located under DU and therefore sends the packet in a F1-U GTP tunnel to the DU IP address. 
Step 5: The DU decapsulates the F1-U GTP tunnel and delivers the packet to the IAB Node on a radio bearer belong to the IAB node.
Step 6: The IAB node decapsulates the F1-U GTP tunnel and delivers the packet to the UE on a radio bearer belong to the UE.
The advantage of this solution is that it will have minimum standard impact since normal UE – network functionality is reused. It would also support any IP traffic towards the IAB node in a transparent way. 
The potential drawback with this solution is that each IAB node will have its own UPF function so that for IAB nodes that connects to other IAB nodes there will be cascaded UPF and CU functions. E.g. a DL packet to the UE would first transition the UPF of the IAB node, then the CU of the IAB node, then the UPF of the IAB node that the first IAB node is connected to than the CU of the IAB node that the first IAB node is connected to etc. 
Each loop will add more overhead (e.g. GTP/UDP/IP/PDCP) and processing. As illustrated in the figure below:
[image: ]
Figure 4 Example 3-hop IAB when using tunnelling (incl. overhead calculation)
[bookmark: _Toc502920342][bookmark: _Toc502920399][bookmark: _Toc503259041][bookmark: _Toc503262492][bookmark: _Toc503438380][bookmark: _Toc503475865][bookmark: _Toc506552405]Using a tunnelling solution where the traffic goes via a UPF serving the IAB node requires minimum standard impacts and support any IP services towards the IAB node. 
[bookmark: _Toc502920343][bookmark: _Toc502920400][bookmark: _Toc503259042][bookmark: _Toc503262493][bookmark: _Toc503438381][bookmark: _Toc503475866][bookmark: _Toc506552406]The tunnelling solution does not scale well for supporting multiple hops with regards to overhead and processing. 
[bookmark: _Toc502920344]Forwarding options:
[bookmark: _Toc502920345]In this option the IAB node may not necessary get an IP address in a UPF located in the operator network instead forwarding capabilities are introduced in the intermediate nodes (other IAB node, DUs) providing the connectivity of the IAB node to the rest of the network. There could be many different flavours of the L2 solution. Some examples are shown below. 
· [bookmark: _Toc502920346]The IP or L2 address of the IAB node is announced at the DU function of the “donor gNB”. The DU then maps packets addressed to the IAB node to a specific Radio Bearer(s) serving the IAB node. At the next hop the packets could be mapped to another Radio Bearer(s).
· [bookmark: _Toc502920347]The IAB node is assigned a UPF providing L3 or L2 connectivity to the IAB node. This UPF could also be co-located with CU-UP entity terminating PDCP for the IAB node. The UPF/CU-UP function of the first IAB node could be located close to the DU while the UPF/CU-UP function of the second IAB node could be located at the site of the first IAB node. 
· The intermediate nodes do forwarding based on GTP TEIDs. E.g. the IAB node can get allocated a specific range of GTP TEIDs not used in DU or other intermediated IAB nodes.
The figure below shows one example of a forwarding solution based on using IP address of IAB node:
[image: ]
Figure 5 Example single hop L2/forwarding backhaul	
Step 1: A DL packet arrive from the 5GC.
Step 2: The CU which has the UE context knows that the UE is located in the IAB Node and therefore sends the packet in a F1-U GTP tunnel to the IAB Nodes IP address. 
Step 3: The DU function serving the IAB Node knows the IP address of the IAB Node and catches all packets towards this IP address and maps them to a Radio Bearer over the IAB backhaul link. 
Step 4: The IAB node decapsulates the F1-U GTP tunnel and delivers the packet to the UE on a radio bearer belong to the UE.
The advantage of a forwarding solution is that the processing and signalling overhead will not grow with the number hops as in case for the tunneling solution (as shown in the figure below). The drawback is extra complexity and standard impacts in the intermediate nodes.
[image: ]
Figure 6 Example 3-hop forwarding backhaul (incl. overhead calculations)	
[bookmark: _Toc502920348][bookmark: _Toc502920401][bookmark: _Toc503259043][bookmark: _Toc503262494][bookmark: _Toc503438382][bookmark: _Toc503475867][bookmark: _Toc506552407]Using a forwarding solution where intermediate nodes maps traffic to/from the IAB node and the central CU has the advantage of less overhead/processing but comes at the price of additional complexity in the standard and intermediate nodes. 
[bookmark: _Toc502920406][bookmark: _Toc503259047][bookmark: _Toc503262498][bookmark: _Toc503425411][bookmark: _Toc503438386][bookmark: _Toc503475871][bookmark: _Toc506552410]It should be studied further if tunnelling or forwarding should be used for supporting IAB nodes.

Conclusion
In earlier sections we made the following observations:
Observation 1	Impacts on and usage of NAS/RRC/PDCP layers in the IAB node is subject to further studies.
Observation 2	Using a tunnelling solution where the traffic goes via a UPF serving the IAB node requires minimum standard impacts and support any IP services towards the IAB node.
Observation 3	The tunnelling solution does not scale well for supporting multiple hops with regards to overhead and processing.
Observation 4	Using a forwarding solution where intermediate nodes maps traffic to/from the IAB node and the central CU has the advantage of less overhead/processing but comes at the price of additional complexity in the standard and intermediate nodes.

Based on the discussion in earlier sections we propose the following:
Proposal 1	The IAB node should reuse the RLC/MAC/PHY of the UE for the IAB backhaul link. IAB related changes to these protocols should minimized.
Proposal 2	IP connectivity (or L2 connectivity) to the operator network should be supported IAB node making it possible to also support any service relying on IP connectivity (e.g. OAM interface, backhaul for other technologies).
[bookmark: _GoBack]Proposal 3	It should be studied further if tunnelling or forwarding should be used for supporting IAB nodes.
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