Based on the discussion in the present contribution and the observations above we propose: 

Proposal 1: It is proposed to support E1 interface management procedures including resource availability indication from the CU-UP and resource management in CU-UP. 

Proposal 2: It is proposed to support F1-C interface management procedures for network slicing including the resource availability indication from DU and the resource management in DU. 
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1
Introduction
The NR SI stipulate that network slicing shall be supported in all deployments, including the deployment with CP/UP separation. In particular, TR 38.801 [1] mentions that Network Slicing should be supported in RAN so that each tenant is eligible to use the resource of RAN based on Service Level Agreement (SLA) and subscriptions. With regards to resource management for network slicing, TR 38.801 further requires that RAN shall support policy enforcement between slices as per service level agreements in a single RAN. Additionally, according to TR 38.806 separation of CU-CP and CU-UP shall support resource isolation and resource utilization improvement for network slicing. 

This paper discusses the issue of network slicing and CP/UP separation and proposes some enhancements for E1 and F1 interfaces to support the feature. 

2
Discussion
TS 23.501 specifies that a Network Slice identified with an S-NSSAI (Single Network Slice Selection Assistance information) shall include in the serving PLMN, at least one of the following:

· the NG Radio Access Network described in 3GPP TS 38.300,

· the N3IWF functions to the non-3GPP Access Network described in clause 4.2.7.2 of TS 23.501.

Text proposal for configuration of Network Slicing over Xn in R3-172612 was agreed in 3GPP TSG-RAN WG3 NR#2 Adhoc. The Slice Support Item IEs are included in XN SETUP REQUEST.
According to TR 38.801 the RAN, including both gNB and eLTE eNB, should support network slicing. Moreover, The key apply for support of Network Slicing in NG-RAN as follows[6]:  
· RAN awareness of slices
NG-RAN supports a differentiated handling of traffic for different network slices which have been pre-configured. How NG-RAN supports the slice enabling in terms of NG-RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

· Selection of RAN part of the network slice

NG-RAN supports the selection of the RAN part of the network slice, by assistance information provided by the UE or the 5GC which unambiguously identifies one or more of the pre-configured network slices in the PLMN. 

· Resource management between slices

NG-RAN supports policy enforcement between slices as per service level agreements. It should be possible for a single NG-RAN node to support multiple slices. The NG-RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

· Support of QoS

NG-RAN supports QoS differentiation within a slice.

· RAN selection of CN entity

For initial attach, the UE may provide assistance information to support the selection of an AMF. If available, NG-RAN uses this information for routing the initial NAS to an AMF. If the NG-RAN is unable to select an AMF using this information or the UE does not provide any such information the NG-RAN sends the NAS signalling to a default AMF. 

For subsequent accesses, the UE provides a Temp ID, which is assigned to the UE by the 5GC, to enable the NG-RAN to route the NAS message to the appropriate AMF as long as the Temp ID is valid (NG-RAN is aware of and can reach the AMF which is associated with the Temp ID). Otherwise, the methods for initial attach applies.

· Resource isolation between slices

the NG-RAN supports resource isolation between slices. NG-RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate NG-RAN resources to a certain slice. How NG-RAN supports resource isolation is implementation dependent.

· Slice Availability

Some slices may be available only in part of the network. Awareness in the NG-RAN of the slices supported in the cells of its neighbours may be beneficial for inter-frequency mobility in connected mode. It is assumed that the slice configuration does not change within the UE’s registration area.

The NG-RAN and the 5GC are responsible to handle a service request for a slice that may or may not be available in a given area. Admission or rejection of access to a slice may depend by factors such as support for the slice, availability of resources, support of the requested service by other slices.

· Support for UE associating with multiple network slices simultaneously

In case a UE is associated with multiple slices simultaneously, only one signalling connection is maintained and for intra-frequency cell reselection, the UE always tries to camp on the best cell. For inter-frequency cell reselection, dedicated priorities can be used to control the frequency on which the UE camps.

· Granularity of slice awareness

Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI corresponding to the PDU Session, in all signalling containing PDU session resource information.

· Validation of the UE rights to access a network slice 

It is the responsibility of the 5GC to validate that the UE has the rights to access a network slice.  Prior to receiving the Initial Context Setup Request message, the NG-RAN may be allowed to apply some provisional/local policies, based on awareness of which slice the UE is requesting access to. During the initial context setup, the NG-RAN is informed for all network slices for which resources are being requested.

TR 38.806 confirms the supporting of the network slicing in the RAN with the CP/UP separation. It is assumed that a slicing instance may cover a geographic area of several ten to several hundred of gNBs. The slice-level isolation and the improved resource utilization are provided by the central RRM.Observation 1: network slicing shall be supported in NR deployment with CP/UP separation. 

2.1
E1 procedures for network slicing
The issue of resource management for network slicing has been suggested before, e.g. in R3-172986 [3], which proposed general procedures for E1 interface between gNB-CU-CP and gNB-CU-UP to support load indication and configuration update. Specifically, the proposed procedure for E1 load information allows CU-UP to inform CU-CP of load conditions periodically. The proposed procedure for E1 configuration update supports updates in CU-UP configuration, such as capacity changes. We support there enhancements and believe these should be captured in the current SI TR [2]. 
Specifically, we propose the E1 interface management procedures for the network slicing as follows:
· Resource availability indication: this procedure allows CU-UP to inform CU-CP of the remaining resource available for serving the potential slice request. It should be collected from the CU-UP by the CU-CP to identify the possibility of meeting the SLA associated with the specific slice. The CU-CP can collect this information periodically or issue the on-demanding query given the slice request.
· Resource management: this procedure allows CU-CP to allocate or release the resource in the CU-UP that is associated with the specific slice. Upon the reception of the request of the slice creation, the CU-CP should select the CU-UP following the indicated SLA and allocate the resource in the selected CU-UP to the slice. Upon the removal of the slice, the CU-CP should notify the corresponding CU-UP to release the resource used by the removed slice. The above information should be notified to the CU-CP in the pre-configured period.
Even though the current paper mostly argues for support of resource management in the context of slicing, the procedures can be made generic enough to support other usages as well.
Proposal 1: It is proposed to define resource availability indication from the CU-UP and resource management in CU-UP on the E1 interface. 
2.2
F1-C procedures for network slicing
The F1-C proposed procedure for network slicing is similar to that for the E1 interface because the DU acts as the UP part as well. We propose the F1-C interface management procedures for the network slicing as following.

· Resource availability indication: this procedure allows DU to inform CU-CP of the remaining resource available for serving the potential slice request. It should be collected from the DU by the CU-CP to identify the possibility of meeting the SLA associated with the specific slice. The CU-CP can collect this information periodically or issue the on-demanding query given the slice request.
· Resource management: this procedure allows CU-CP to allocate or release the resource in the DU that is associated with the specific slice. Upon the reception of the request of the slice creation, the CU-CP should select the DU following the indicated SLA and allocate the resource in the selected DU to the slice. Upon the removal of the slice, the CU-CP should notify the corresponding DU to release the resource used by the removed slice.

Proposal 2: It is proposed to define resource availability indication from the DU and the resource management in DU on the F1 interface. 
3
Conclusions
In the present contribution we make the following observations:

Observation 1: network slicing shall be supported in NR deployment with CP/UP separation. 

Furthermore, we propose:

Proposal 1: It is proposed to define resource availability indication from the CU-UP and resource management in CU-UP on the E1 interface.

Proposal 2: It is proposed to define resource availability indication from the DU and the resource management in DU on the F1 interface.
Even though most of the argumentation in the present paper is in the context of slicing, we believe that resource management procedures shall be generic to support other features as well.

A TP for E1 is provided below.
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5
Text Proposal for TR 38.806

<<<<<<<<<<<<<<<<<<<< Next Text Proposal >>>>>>>>>>>>>>>>>>>>
7.X E1 interface functions and procedures 

The following clauses describe the functions supported over the E1 interface.
7.X.1 Common E1 functions
7.X.1.1 E1 interface management function

This function allows to set-up and manage an E1 interface between CU-CP and CU-UP. The E1 interface management function includes the following procedures:

· Resource availability indication: this procedure allows CU-UP to inform CU-CP of the remaining resource available.

· Slice-specific Resource management: this procedure allows CU-CP to allocate or release the resource in the CU-UP that is associated with the specific slice. Editor’s note: Further details of this function will be defined in the normative phase.

