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1.	Introduction
The deployment scenarios for CP/UP separation were discussed and agreed, the pros and cons were also briefly discussed, this paper tries to have some further discussion on the benefits and drawbacks of different scenarios. 
2.	Discussion
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Fig. 1 CU-CP and CU-UP centralized


Fig. 2 CU-CP distributed and CU-UP centralized


Fig. 3 CU-CP centralize and CU-UP distributed
In [1], some general benefits were identified such as alignment with SDN concept, Support of multi-vendor interoperability flexible resource utilization, etc., on the hand, however, there are also some drawbacks, the separation of CU-CP and CU-UP means the introduction of a new logical node, which in general will make networking and topology more complicated, consequently increase the cost of network operation and maintenance, and further introduce more signaling exchanges for network procedures such as service establishment, mobility. Meanwhile, a previous centralized UP is now divided into several parts which could bring potential benefits of flexible network deployment adapting different service at the cost of complexity.
For scenario 1 in figure 1, it claims to allow to take maximum advantage of cloud technologies and provides efficient load balancing and radio coordination of several DUs, but at cost of introducing unnecessary signaling exchange over E1, e.g. SCTP establishment over E1, E1 AP messages, which would further introduce potential inefficiency and latency.   
For scenario 2 in figure 2, it claims to take advantage of cloud technologies while ensuring low latency for critical control plane procedures, however, since CU-CP locates in lower place while CU-UP in higher place, the control plane latency is subject to distance and transport condition between CU-CP and CU-CP, which may introduce additional control plane latency for long distance and non-ideal backhaul between CU-CP and CU-CP.
For scenario 3 in figure 3, it claims to allow to take advantage of cloud technologies while ensuring low latency for some critical MTC user plane traffic. But, for critical service traffic, the latency of both control plane and use plane should be taken into account, i.e. the distance between CU-CP and DU would require the ideal backhaul between them so that control plane latency could be guaranteed.
Proposal: It is proposed RAN3 discuss the analysis and agree the TP in the Annex part in this paper.
Corresponding text proposal is attached in the Annex part.
3.	Conclusion
This paper discussed the potential drawbacks of CP-UP separation of each deployment scenario, and have the following proposal:
Proposal: It is proposed RAN3 discuss the analysis and agree the TP in the Annex part in this paper.
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5.2 Benefits and drawbacks
Some benefits for the separation of CU-CP and CU-UP common to the analysed scenarios were identified: 
· Flexibility to operate and manage complex networks, supporting different network topologies, resources, and new service requirements;
· Alignment with SDN concept that would result in a functional decomposition of the radio access, based on a partial de-coupled architecture, between user and control plane entities and on network abstractions;
· For functions purely handling with CP or UP processes, independent scaling and realization for control and user plane functions operation;
· Support of multi-vendor interoperability (e.g., CU-CP and CU-UP could be provided by different vendors).
· The gNB deployment with separate CU-CP and CU-UP provides the possibility of optimizing the location of different RAN functions based on the scenario and desired performance. For example, the CU-CP could be placed in a location close to the DU to provide short latency for the critical CP procedures. The CU-UP could be centralized in a regional or national data centercentre, thus favouring cloud implementation. An additional CU-UP could be also placed closer to the DU to provide a local termination point for [...] URLLC traffic.  
· Support of radio resource isolation and improving resource utilization for network slicing. A slicing instance may cover a geographic area of several ten to several hundred of gNBs. Central RRM may provide slice-level isolation as well as improve resource utilization.
On the other hand, however, the separation of CU-CP and CU-UP means the introduction of a new logical node, which in general will make networking and topology more complicated, increase the cost of network operation and maintenance, and further introduce more signaling exchanges for network procedures such as service establishment, mobility. Meanwhile, a previous centralized UP being divided into several parts could bring potential flexibility of network deployment adapting to different service, with the introduction of additional and cost and complexity.
The following aspects are specific for the identified scenarios.

5.2.1 Scenario 1
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario allows to take maximum advantage of cloud technologies because both the CU-CP and CU-UP can be implemented in a virtualized environment.
Drawbacks
-The separation of CU-CP and CU-UP would introduce unnecessary signaling exchange over E1, e.g. SCTP establishment over E1, E1 AP messages, which would further cause potential inefficiency and latency.

5.2.2 Scenario 2
Benefits
This scenario allows to take advantage of cloud technologies while ensuring low latency for critical control plane procedures
Drawbacks
- Since CU-CP locates in lower place while CU-UP in higher place, in addition to unnecessary signaling exchange over E1the control plane latency is subject to distance and backhaul condition between CU-CP and CU-CP, which may introduce additional control plane latency for long distance and non-ideal backhaul between CU-CP and CU-CP.

5.2.3 Scenario 3
Benefits
Centralized CU-CP potentially provides efficient load balancing and radio coordination of several DUs. This scenario also allows to take advantage of cloud technologies while ensuring low latency for user plane traffic, which is important for some applications (e.g., critical MTC)
Drawbacks
- For critical service traffic, both the latency of control plane and use plane should be taken into account, i.e. the distance between CU-CP and DU would require an ideal backhaul between them so that control plane latency could be guaranteed.
End of Text Proposal to TS 38.806
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