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1. Introduction
In the last RAN3 meetings there has been some discussion on whether to support explicitly some level of F1 redundancy. In particular, it was proposed to reproduce the multiple SCTP support in NG-c (under development) in F1. As of RAN3#97, a note was captured in TS 38.472 stating “It is FFS if multiple SCTP associations between gNB-CU and gNB-DU should be allowed”.

This contribution addresses the topic, and proposes possible solutions.
2. Requirement for multiple SCTP support for F1
It has been stated that some level of multiple SCTP support in F1 is needed, and one possible way forward (proposed in [1]) is to copy the development of NG-c. There has been some argument over whether the requirements are the same for NG-c and F1-c, and this is still not clear.

For NG-c, we have the concept of a virtualized AMF, where a particular UE could be handled by some particular cloud processor in a geographically distributed AMF architecture, and where therefore the termination on the CN side is UE-dependent. For F1-c, the requirement discussed so far seems more in line with support of redundancy in the standard [2] (i.e. ensure that the service provided in a particular DU is not interrupted due to either a temporary transport network outage, a processor outage, or a switch of the centralized engine for maintenance or other reasons).
At RAN3#97, a note was captured in TS 38.472 stating “It is FFS if multiple SCTP associations between gNB-CU and gNB-DU should be allowed”.

There seem to be two broad ways to move forward: either:

1) The NG solution is copied in F1 – in which case it is likely that the work will not be finished in 2017, or

2) A simplified solution targeting redundancy is designed for F1.

Note that this feature could be considered non-essential for the first drop of F1, and from that perspective, either solutions is valid. However, it is worthwhile discussing possible candidates for option #2, as these may anyway fulfil the requirements that operators have in mind. Therefore, the following sub-sections discuss possible simplified solutions.
2.1 Solution 1: stage 2 only

The simplest option would be to just define in stage 2 that multiple SCTP connections are not precluded, but only one can be used at a time for a given F1 instance. Then how this is used is left to implementation, or to definition in further releases.

2.2 Solution 2: stage 3 with implicit association switching
This solution is based on an initial handshake optionally involving IP addresses as part of F1 Setup or Configuration Update, followed by an implicit handshake at the point of association switching. Consider for example the following flow:
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1. F1 Setup Request (Multiple SCTP operation flag, optional IP addresses)

2. F1 Setup Response  (Multiple SCTP Operation flag, optional IP addresses)

3. Additional SCTPs are setup as dormant 

….

4. Trigger to change SCTP (OAM, failure, etc)

5. F1AP message sent over alternative SCTP

6. F1AP response message (or new message) sent over alternative SCTP


Figure 1: Possible flow diagram for solution 2
In steps 1 and 2, the main function is the exchange of the “Multiple SCTP operation” flag; if both nodes send this, then it should be possible to set up dormant SCTP associations. It is up to implementation whether the IP addresses are also exchanged, or just set by O&M. In principle, the dormant associations could be changed in the background at any time.
It is important to have the exchange of “Multiple SCTP” flags as this can be used to signal also that the DU can continue operating the cells as normal even if the existing SCTP is not operational (i.e. the DU can buffer procedures but cells remain operational during the short recovery period).

Once in step 5 either node sends a message via a dormant SCTP, the second node interprets this as a request to change the association underpinning the F1. Obviously in most cases (except in case of a fault), there would be a small transition period when the nodes may be prepared to receive messages in either association.
Due to the possibility of race conditions e.g. when both nodes choose a different new association, this simple scheme should only really work with a single fall-back association. However, this may be sufficient to provide the required redundancy support.

2.3 Solution 3: stage 3 with explicit handshaking 

A more complex solution can be designed using explicit handshaking at the point of the switch. This could be done for example by having a Configuration Update procedure including the IP addresses of the association to be used. This would for example a choice between several possible associations (which is not very realistic in the previous solution). A possible flow is shown below:
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1. F1 Setup Request (Multiple SCTP operation flag, optional IP addresses)

2. F1 Setup Response  (Multiple SCTP Operation flag, optional IP addresses)

3. Additional SCTPs are setup as dormant 

….

4. Trigger to change SCTP (OAM, failure, etc)

6. DU Configuration Update Ack

5. DU Configuration Update (IP addresses of SCTP association to be used)

7. F1AP message sent over alternative SCTP


Figure 2: Possible flow diagram for solution 3
Here steps 2 and 3 the same as above, and the main difference is that there is a Configuration Update procedure (which could be DU or CU triggered) which explicitly nominates the SCTP association via its IP addresses. This makes the procedure more robust but also slightly more complex. However, for case of a single redundant association, the simple solution 2 may be sufficient.
3. Conclusions

This contribution has discussed the possible ways to support multiple SCTP associations in F1, if the main requirement is to provide some redundancy and increase the robustness of the system.
Although it would be possible to copy the NG solution, there is a question mark as to whether this is an overkill for the use case in F1, and this solution is anyway not ready (and may not be ready in the timescale for option 3). Based on this motivation, three possible alternatives have been described, with increased amount of specification impact.

Solution 2 might be a reasonable compromise which only requires exchange of a flag and potentially IP addresses in setup (and possibly configuration update too).

Proposal: RAN3 to discuss the level of solution to be supported, considering the options described here.
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5. F1AP message sent over alternative SCTP


1. F1 Setup Request (Multiple SCTP operation flag, optional IP addresses)


6. F1AP response message (or new message) sent over alternative SCTP


2. F1 Setup Response  (Multiple SCTP Operation flag, optional IP addresses)


3. Additional SCTPs are setup as dormant 
….
4. Trigger to change SCTP (OAM, failure, etc)
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6. DU Configuration Update Ack


1. F1 Setup Request (Multiple SCTP operation flag, optional IP addresses)


5. DU Configuration Update (IP addresses of SCTP association to be used)


7. F1AP message sent over alternative SCTP


2. F1 Setup Response  (Multiple SCTP Operation flag, optional IP addresses)


3. Additional SCTPs are setup as dormant 
….
4. Trigger to change SCTP (OAM, failure, etc)



