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1. Introduction
In NR study phase, CN delivering paging message to gNBs via IP multicast was captured in TR38.801 as potential NG enhancement. 

	7.3.4.3
Potential NG Enhancements
Paging

When the NGC is to page a full tracking area (or set of tracking areas), it may send the paging message via IP multicast. One way to support the IP multicast may be:
-
each tracking area is configured with an IP multicast address
-
all the gNBs of the tracking area join the IP multicast group.
-
the paging to the tracking area is sent by NGC to the gNBs by IP multicast using UDP protocol.


The IP multicast delivery in NG interface may be useful for other procedures, e.g. PWS delivery.
This paper proposes generic mechanism for IP multicast delivery in NG interface. 

2.  Unicast vs Multicast
Figure 1 and figure 2 shows the difference between unicast paging and IP multicast paging on backhaul. 

[image: image1.emf]CN

Province Backbone

Paging Paging

City Backbone

Town Backbone


Figure 1: Paging Unicast
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Figure 2: Paging Multicast
When the multicast level is N, and each level has M nodes, the CN multicast efficiency is M^N times than unicast. In above example, M=2, N=3. Commercial network may have more layers and much larger M. 
Observation 1: Multicast has higher efficiency in delivering a NGAP message to many gNBs.
When the NGAP message is sent by CN sequentially, the unicast delivery delay would be M^N times longer than multicast.
Observation 2: Multicast has shorter delay in delivering the NGAP message to many gNBs. 

3.  Use cases of NG multicast

The NG multicast is useful for the scenario where CN sends the same content to a large number of gNBs. The potential use cases include:

· Paging

· PWS

· AMF Configuration Update
· AMF Overload Control.
The NG multicast procedure can be used into both cases:

· broadcast requiring action but no response, e.g. Paging procedure
· broadcast requiring action and individual response, e.g. PWS procedure.
4. NG multicast group setup

To receive NG multicast, gNB needs to acquire IP multicast address and join IP multicast group. The IP multicast address can be configured/assigned per tracking area. A simple way is: AMF assigns IP multicast address to gNB in NG SETUP RESPONSE. 
Proposal 1: gNB receives IP multicast address of a tracking area in NG SETUP RESPONSE.
Further, The AMF would be able to add or change multicast addresses using the AMF Configuration Update procedure.
5.  Generic NG broadcast
To make the NG multicast general application, a new NGAP procedure can be defined to multicast any NGAP message in container.
Proposal 2: Define GENERIC BROADCAST procedure for general applicable NGAP multicast. 
6. Example message flows
Figure 3 shows the message flow of paging message multicast in backhaul.
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Figure 3: Paging Multicast in NG Interface
1. gNB acquires IP multicast address of its tracking area either during NG setup. 

2. gNB joins the IP multicast group, following IP multicast protocol, e.g. IPv4 IGMP or IPv6 MLD.

3. When AMF initiates a paging, AMF multicasts the paging message to the member gNBs using IP multicast protocol. 

Figure 4 shows the message flow of PWS multicast over NG.
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Figure 4: PWS Multicast
Though WRITE-REPLACE WARNING REQUEST is delivered via multicast, the response could still be delivered in unicast. Some PWS service, e.g. ETWS, CMAS, shorter transmission delay is critical so that people can have more time to act. Multicast reduces the NG delivery delay. Although response is sent by each gNB in unicast, it doesn’t affect the PWS delivery delay because the NG link is usually very reliable.
7.  Conclusion

Based on above analysis, we have following proposal.

Proposal 1: gNB receives IP multicast address of a track area in NG SETUP RESPONSE.
Proposal 2: Define GENERIC BROADCAST procedure for general applicable NGAP multicast. 
8. Technical Proposal
---------------------------Start TP---------------------------------

8.7.1
NG Setup

8.7.1.1
General

The purpose of the NG Setup procedure is to exchange application level data needed for the gNB and the AMF to correctly interoperate on the NG-C interface. This procedure shall be the first NGAP procedure triggered after the TNL association has become operational. The procedure uses non-UE associated signalling.
Editor’s Note:
Further details are FFS.
8.7.1.2
Successful Operation
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Figure 8.7.1.2-1: NG setup: successful operation
The gNB initiates the procedure by sending an NG SETUP REQUEST message including the appropriate data to the AMF. The AMF responds with an NG SETUP RESPONSE message including the appropriate data.

If the TAI Slice Support IE is included in the NG SETUP REQUEST message, the AMF shall, if supported, store the received values and use them for registration area management of the UE. 

If the AMF Slice Support IE is included in the NG SETUP RESPONSE message, the gNB shall, if supported, store the received values and use them for further network slice selection and AMF selection. 

If the Multicast address per TAC IE is included in the NG SETUP RESPONSE message, the gNB shall store the received values and join the IP multicast group of each TAC.
Editor’s Note:
Further details are FFS.
8.7.1.3
Unsuccessful Operation


[image: image6.emf]gNB AMF

NG SETUP REQUEST

NG SETUP FAILURE


Figure 8.7.1.3-1: NG setup: unsuccessful operation
If the AMF cannot accept the setup, it should respond with an NG SETUP FAILURE message and appropriate cause value.
Editor’s Note:
Further details are FFS.
8.7.1.4
Abnormal Conditions

Editor’s Note:
Further details are FFS.
8.x
Broadcast Procedures
8.x.1
Generic Broadcast

8.x.1.1
General

The purpose of the Generic Broadcast procedure is for AMF to transfer NGAP message as container to gNBs of a multicast group addressed by an IP multicast TNL address. This message is carried over UDP instead of SCTP.
Editor’s Note:
The target port of UDP is FFS.
8.x.1.2
Successful Operation
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Figure 8.x.1.2-1: gNB configuration transfer

The AMF initiates the procedure by sending the GENERIC BROADCAST message to gNBs of a multicast group addressed by an IP multicast TNL address. 
Upon reception of the GENERIC BROADCAST message the gNB shall, if supported, retrieve the NGAP message contained in the NGAP Container IE, and process this message as defined in the relevant procedure.
Editor’s Note:
Further details are FFS.
8.8.1.3
Abnormal Conditions

Not applicable.
---------------------------End TP---------------------------------
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