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1. Introduction
In the last RAN3 meeting, we identified some scenarios for IAB link failure which were summarized in [1].
In this contribution, we will further analyse the potential solution(s) for the scenarios, and provide relevant observations and proposals.
2. Discussion
Scenario 1

In this scenario (depicted in Figure 9.x.y-1), the link failure occurs between one of the parent IAB nodes (e.g., node B) and the child IAB node (e.g., node C), but the child node has an additional link established to another parent node. 
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Figure 9.x.y-1: Example failure scenario 1
For Scenario 1, IAB node C has two parent nodes, i.e. IAB B and E. In case of link failure between C and B, the corresponding traffics could be switched to another link quickly.
Here’re two possible relationships between the two links, BC and BEC:

· Option 1: IAB node C uses the two links like Dual Connectivity.
· Option 2: Only one link is activated (e.g. B <-> C), another link is backed up.    

For the option 1, in case of link failure between B and C, IAB node C will switch the uplink traffics to another leg, i.e. C->E->B->A1. And IAB node B will switch the downlink traffics to another leg, i.e. B->E->C.

If the link between B and C is recovered, B and C could decide to switch the traffics to this link, or partially switch the traffics to this link.

For the option 2, the link between IAB node E and C is configured but “suspended”, that means only one link is available for IAB node C at one time. In case of the activated link between B and C is broken, the suspended link between E and C could be activated and used instead quickly. The activation of a suspended link could base on signalling or data.

Proposal 1: In case of link failure between two IAB nodes, the traffics could be switched to the secondary link or the backup link very quickly.

The following figure shows the path switch procedure:
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The blue textbox is applied to the option 1, the red textbox and the red dotted lines are only applied to option 2.

Scenario 2

In this scenario (depicted in Figure 9.x.y-2), the link failure occurs between all parent IAB nodes (e.g., nodes B and E) and the child IAB node (e.g., node C). The child node has to reconnect to a new parent node (e.g., node F, and the connection between node F and node C is newly established). 
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Figure 9.x.y-2: Example failure scenario 2
For the scenario 2, the major difference with the scenario 1 is all the redundancy links between IAB node C and its parent(s) are broken. 
The overall procedure could be illustrated by the figure below:
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From the uplink, if IAB node C detects the link failure between C and B, between C and E, IAB node C should start the IAB discovery procedure to find the new parent if possible. If IAB node F is found, IAB node C could start a re-establishment procedure to recover the services for the UEs it served.
From downlink point view, if IAB node B detects the link failure between B and C, it should buffer the downlink data to be transferred to IAB node C, and report to IAB donor about the link failure. The buffered data could be forwarded to the target IAB-node after successfully link recovery in the target IAB-node. 
Proposal 2: If all the available links between an IAB node and its parent node(s) are broken, it could start IAB discovery, and start re-establish after connected to a new parent node.

Scenario 3

In this scenario (depicted in Figure 9.x.y-3), the link failure occurs between node C and node D . The node D has to reconnect to the new IAB donor (e.g., node A2) via a new route. 
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Figure 9.x.y-3: Example failure scenario 3
The scenario 3 is similar to scenario 2, the only one link between D and its parent is broken. After IAB discovery, IAB D connects to new parent IAB H which is served by new IAB donor A2. Whether re-establishment could success depends on whether there’s available interface between the new IAB donor and the old IAB donor. 
Observation 1: In case all the available link(s) between an IAB node and its parent node is broken, the IAB node may discover and connect to a new parent node served by another IAB donor.
Base on the analysis above, we propose to capture the overall procedures for IAB failure scenarios.

Proposal 3: Discuss and agree the TP for handling of IAB failure scenarios in section 5.

3. Conclusion 

This paper discussed the potential solutions for the IAB failure scenarios, and provided relevant observations and proposals:
Proposal 1: In case of link failure between two IAB nodes, the traffics could be switched to the secondary link or the backup link very quickly.

Proposal 2: If all the available links between an IAB node and its parent node(s) are broken, it could start IAB discovery, and start re-establish after connected to a new parent node.

Observation 1: In case all the available link(s) between an IAB node and its parent node is broken, the node may discover and connect to a new parent node served by another IAB donor.

Proposal 3: Discuss and agree the TP for handling of IAB failure scenarios in section 5.

4. Reference

[1]. R3-185312 IAB failure recovery as part of route management, Samsung
5. TP for TR 38.874
9.x Topology Adaptation
9.x.y Failure recovery

9.x.y.1 Scenarios
Due to various reasons, different scenarios of link failure may happen in IAB network. In the following, some example scenarios are illustrated for the link failure. Each scenario is depicted with an illustrative figure aiming at establishing the route between donor and node D after some failures, where: 

· node A1 and node A2  are the IAB donor nodes, others are IAB nodes

· the blue dash line represents the established connection between two nodes;

· the red arrow represents the established route after failure, where the red dash line represents the new established connection.  

Scenario 1

In this scenario (depicted in Figure 9.x.y-1), the link failure occurs between one of the parent IAB nodes (e.g., node B) and the child IAB node (e.g., node C), but the child node has an additional link established to another parent node. 
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Figure 9.x.y-1: Example failure scenario 1
Here’re two possible relationships between the two links, BC and BEC:

· Option 1: IAB node C uses the two links like Dual Connectivity.

· Option 2: Only one link is activated (e.g. B <-> C), another link is backed up.    

For the option 1, in case of link failure between B and C, IAB node C will switch the uplink traffics to another leg, i.e. C->E->B->A1. And IAB node B will switch the downlink traffics to another leg, i.e. B->E->C.

If the link between B and C is recovered, B and C could decide to switch the traffics to this link, or partially switch the traffics to this link.

For the option 2, the link between IAB node E and C is configured but “suspended”, that means only one link is available for IAB node C at one time. In case of the activated link between B and C is broken, the suspended link between E and C could be activated and used instead quickly. The activation of a suspended link could base on signalling or data.

The following figure shows the path switch procedure:
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Figure 9.x.y-2: Overall procedures for handling of link failure in scenario 1
The blue textbox is applied to the option 1, the red textbox and the red dotted lines are only applied to option 2.

Scenario 2

In this scenario (depicted in Figure 9.x.y-2), the link failure occurs between all parent IAB nodes (e.g., nodes B and E) and the child IAB node (e.g., node C). The child node has to reconnect to a new parent node (e.g., node F, and the connection between node F and node C is newly established). 
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Figure 9.x.y-3: Example failure scenario 2
For the scenario 2, the major difference with the scenario 1 is all the redundancy links between IAB node C and its parent(s) are broken. 

The overall procedure could be illustrated by the figure below:
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Figure 9.x.y-4: Overall procedures for handling of link failure in scenario 2
From the uplink, if IAB node C detects the link failure between C and B, between C and E, IAB node C should start the IAB discovery procedure to find the new parent if possible. If IAB node F is found, IAB node C could start a re-establishment procedure to recover the services for the UEs it served.
From downlink point view, if IAB node B detects the link failure between B and C, it should buffer the downlink data to be transferred to IAB node C, and report to IAB donor about the link failure. The buffered data could be forwarded to the target IAB-node after successfully link recovery in the target IAB-node. 

Scenario 3

In this scenario (depicted in Figure 9.x.y-3), the link failure occurs between node C and node D . The node D has to reconnect to the new IAB donor (e.g., node A2) via a new route. 
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Figure 9.x.y-5: Example failure scenario 3
Scenario 3 is quite similar to Scenario 2, all the available link between IAB node D and its parent is broken. After IAB discovery, IAB node D connects to new parent IAB H which is served by new IAB donor A2.  The overall procedures are same as scenario 2, as shown in Figure 9.x.y-4. Whether re-establishment will success depends on whether there’s available interface between the new IAB donor and the old IAB donor.[image: image11.png]
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A: All available route(s) between the Migrating IAB-node and its parent(s) are broken. It shall start IAB discovery procedure and IAB node’s Integration Procedure as described in 9.x and 9.3.
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