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1. Introduction
RAN-3 has defined two architecture groups for IAB, where architecture group 1 holds architectures 1a and 1b and architecture group 2 holds architectures 2a, 2b and 2c [1].
This paper provides a comparison between these two architecture groups. The focus is on aspects where both groups show obvious differences.  

2. Discussion
2.1 Topology discovery

Architecture group 1 uses a centralized topology discovery scheme, where the CU-CP is updated when a new IAB-node integrates into the network. The CU-CP further configures measurements on the IAB-node MT and it obtains measurement reports on target parent IAB-nodes.

Architecture group 2 uses a distributed topology discovery scheme, where each IAB-node forwards {IAB-node id, child IAB-node Id}-id-pairs northbound toward the donor. In this manner, every IAB-node learns the southbound topology.
Observation 1: Architecture group 1 uses a centralized topology discovery scheme while architecture group 2 uses a distributed topology discovery scheme.
2.2 Topology and route management

Topology management includes measurements on link quality, discovery of potential target parent IAB-nodes, decisions for topology adaptation and configuration of the topology changes. Route management decides on prioritization or concurrent use of routes within a redundant topology. 

For architecture group 1, topology management tasks are centralized and conducted by the CU-CP. Further, RRC and F1-AP are used for measurement reporting and configuration signaling. 

For architecture group 2, topology management has not yet been studied.
Observation 2: Architecture group 1 uses a centralized topology & route management scheme leveraging existing nodes and protocols while topology and route management for architecture group 2 has not yet been studied.
2.3 Other IAB-specific management tasks

Other IAB-specific tasks may, for instance, include resource management as presently studied by RAN-1. Such IAB-specific management tasks may have interdependence with topology and route management.
For architecture group 1, the CU-CP can be leveraged for these IAB-specific tasks. Further, the existing signaling protocols RRC and F1-AP can be leveraged to forward the necessary measurement or configuration parameters. Also, interdependence with topology and route management can be provided since the management tasks are collocated. 
For architecture group 2, it is not obvious how such IAB-specific tasks are handled in the absence of a study on topology and route management.
Observation 3: Architecture group 1 can leverage centralized control and existing signaling for other IAB-management tasks while there is no obvious way for architecture group 2 to handle these tasks.
2.4 Core network signaling

For architecture group 1, core network signaling is necessary when a new IAB-node integrates to the network. It may also be necessary when the IAB-node recovers at a different CU after BH RLF. During all other times, in particular during topology and route changes, the core network is not involved.

For architecture group 2, core network signaling is necessary in the same scenarios as for architecture group 1. In addition, core network signaling is necessary for the establishment/release of UPF or GW, which applies whenever a new BH link is established or an existing BH link is released.
Observation 4: Architecture group 2 has higher core network signaling rate than architecture group 1 since it has to establish/release UPF or GW during topology adaptation.
2.5 Specification effort

For architecture group 1, the centralized control mechanism can be kept implementation-specific, which highly reduces specification effort. Further, the reuse of the CU-CP for centralized control as well as the existing signaling protocols RRC and F1-AP further reduces specification efforts. Therefore, only measurement reporting and configuration messages need to be defined.

Further, CN-related specification changes are expected to be small since CN-related signaling is confined to network registration of IAB-nodes.

In some designs of architecture group 1, additional specification effort is necessary to define modification to the transport of F1.

For architecture group 2, the specification effort depends on the use of distributed vs. centralized control schemes. For distributed schemes, the specification effort is rather large since decision making has to be explicitly captured to guarantee interoperability across the IAB topology. Such distributed schemes have not yet been defined for topology and route management, for instance. In case a centralized control scheme is used, a centralized node needs to be defined together with the corresponding signaling protocols. These aspects have not yet been studied.
Further, CN-related specification changes are expected larger than for architecture group 1 since UPF or GW needs to be provisioned on each IAB-node. 

While transport uses existing nodes and interfaces for this architecture group, some specification effort is necessary to define QoS, prioritization of signaling traffic, etc.

Observation 5: Specification effort for architecture group 2 is expected higher than for architecture group 1 due to the support of distributed schemes or introduction of a central control node together with the corresponding signalling protocols.
2.6 Deployment overhead

For architecture group 1, IAB-nodes can easily be upgraded to IAB-donor-DUs by providing a wireline connection since the CU is already centralized.
For architecture group 2, upgrading the IAB-node to an IAB-donor-DU, e.g. by adding a wireline connection, may imply that CU-part and UPF-part contained in the IAB-node have to be centralized. This creates additional deployment overhead.
Observation 6: Deployment overhead for architecture group 2 is expected higher than for architecture group 1 in case IAB-nodes are upgraded with wireline connectivity since CU and UPF/GW functions need to be centralized.
2.7 Comparison table

The following table summarizes the comparison between architecture group 1 and architecture group 2.

Table 1: Comparison between architecture group 1 and architecture group 2

	
	Architecture group 1
	Architecture group 2

	Topology discovery
	Centralized
	Distributed

	Topology and route management 
	Performed by CU-CP leveraging existing RRC and F1-AP signalling protocols
	Not studied

	Other IAB-specific functionality
	Can leverage centralized control via CU-CP and existing RRC and F1-AP signaling protocols
	Not obvious

	Core network signalling
	Only during IAB-node integration and inter-CU RLF recovery
	During IAB-node integration and inter-CU RLF recovery.

Also during topology adaptation procedures that establishes or releases a BH link.

	Specification effort
	The centralized controller can be held implementation-specific reducing specification effort to measurement reporting and configuration messages.

Leveraging CU-CP as centralized controller as well as RRC and F1-AP as signaling protocols significantly reduces specification effort.

CN-related specification changes are expected to be small.

In some designs of architecture group 1, additional specification effort is necessary to define modified transport for F1.
	In case distributed schemes are used, these schemes need to be explicitly specified to ensure interoperability. Such distributed schemes have not yet been identified for topology and route management. 

In case centralized control is used, a centralized control node and the corresponding control protocols need to be specified for interoperability. Such a control node and protocols have not yet been identified.

CN-related specification changes are expected larger to support UPF or GW provisioning on IAB-nodes. 

While transport uses existing nodes and interfaces, some specification effort is necessary to define QoS, prioritization of signaling traffic, etc.

	Deployment overhead
	IAB-nodes can easily be upgraded to IAB-donor-DUs by providing a wireline connection since the CU is already centralized.
	When IAB-nodes are upgraded to IAB-donor-DUs, the CU-part and UPF-part may have to be removed and centralized in case such a split-architecture is desired. This creates additional deployment overhead.


This table is contained in the text proposal below.

Proposal 1: Include the TP containing the comparison table into TR 38.874.
Proposal 2: Architecture group 1 should be baseline for the IAB work item.
3. Conclusions

This contribution discusses a comparison between architecture group 1 and architecture group 2. The following observations and conclusions have been made:
Observation 1: Architecture group 1 uses a centralized topology discovery scheme while architecture group 2 uses a distributed topology discovery scheme.
Observation 2: Architecture group 1 uses a centralized topology & route management scheme leveraging existing nodes and protocols while topology and route management for architecture group 2 has not yet been studied.
Observation 3: Architecture group 1 can leverage centralized control and existing signaling for other IAB-management tasks while there is no obvious way for architecture group 2 to handle these tasks.
Observation 4: Architecture group 2 has higher core network signaling rate than architecture group 1 since it has to establish/release UPF or GW during topology adaptation.
Observation 5: Specification effort for architecture group 2 is expected higher than for architecture group 1 due to the support of distributed schemes or introduction of a central control node together with the corresponding signalling protocols.
Observation 6: Deployment overhead for architecture group 2 is expected higher than for architecture group 1 in case IAB-nodes are upgraded with wireline connectivity since CU and UPF/GW functions need to be centralized.
Proposal 1: Include the TP containing the comparison table into TR 38.874.
Proposal 2: Architecture group 1 should be baseline for the IAB work item.
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Text Proposal
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10.x
Comparison of architecture groups

The following table summarizes the comparison between architecture group 1 and architecture group 2.

Table 10.x-1: Comparison between architecture group 1 and architecture group 2

	
	Architecture group 1
	Architecture group 2

	Topology discovery
	Centralized
	Distributed

	Topology management (e.g. topology adaptation decisions)
	Performed by CU-CP leveraging existing RRC and F1-AP signalling protocols
	Not studied

	Route management, (e.g. switching between redundant routes)
	Performed by CU-CP leveraging existing RRC and F1-AP signalling protocols
	Not studied

	Other IAB-specific functionality, e.g., such as resource management
	Can leverage centralized control via CU-CP.
	Not obvious

	Core network signalling
	Only during IAB-node integration and inter-CU RLF recovery.
	During IAB-node integration and inter-CU RLF recovery.

Also during every topology adaptation procedure that establishes or releases a BH link.

	Specification effort
	The centralized controller can be held implementation-specific reducing specification effort to the measurement reporting and configuration signaling.

Leveraging CU-CP as centralized controller as well as RRC and F1-AP as signaling protocols significantly reduces specification effort.

CN-related specification changes are expected to be small.

In some designs of architecture group 1, additional specification effort is necessary to define modified transport F1*.
	In case distributed schemes are used, these schemes need to be explicitly specified to ensure interoperability. Such distributed schemes have not yet been identified for topology and route management. 

In case centralized control is used, a centralized control node and the corresponding control protocols need to be specified for interoperability. Such control node and protocols have not yet been identified.

CN-related specification changes are expected larger to support UPF or GW provisioning on IAB-nodes. 

While transport uses existing nodes and interfaces, some specification effort is necessary to define QoS, prioritization of signaling traffic, etc.

	Deployment overhead
	IAB-nodes can easily be upgraded to IAB-donor-DUs by providing a wireline connection since the CU is already centralized.
	When IAB-nodes are upgraded to IAB-donor-DUs, the CU-part and UPF-part may have to be removed and centralized in case such a split-architecture is desired. This creates additional deployment overhead.


<<TP end>>
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