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12
X2/Xn Interface related aspects
Stage 2 specification for X2-C procedures for EN-DC is contained in TS 36.300 [2].

Xn-C procedures for MR-DC with 5GC are specified in TS 38.423 [5].

X2-U procedures for EN-DC and Xn-U procedures for MR-DC with 5GC are specified in TS 38.425 [6].

12.A
Multiple TNLAs for X2-C and Xn-C
12.A.1
EN-DC

In the following, the procedure for managing multiple TNLAs for X2-C is described. Figure 12.A.1-1 presents an example for eNB-initiated EN-DC X2 Setup and EN-DC Configuration Update procedures.
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Figure 12.A.1-1: Managing multiple TNLAs for X2-C (example for eNB-initiated EN-DC X2 Setup and EN-DC Configuration Update procedures).
1.
The eNB or the en-gNB establishes the first TNLA with the peer node using a configured or discovered TNL address. 
2-3.
Once the TNLA has been established, the eNB or the en-gNB initiates the X2 Setup procedure to exchange application level configuration data. The initiating node may add in the procedure additional TNL Endpoint(s) to be used for X2-C signalling between the eNB and the en-gNB pair
4-5.
When needed, the eNB or the en-gNB may add additional TNL Endpoint(s) to be used for X2-C signalling between the eNB and the en-gNB pair using the EN-DC Configuration Update procedure. The EN-DC Configuration Update procedure also allows either of the nodes to request the peer node to modify or release TNLA(s). 

Note: Further clarification regarding the establishment of the initial TNLA may be needed.

The X2AP UE TNLA binding is a binding between a X2AP UE association and a specific TNL association for a given UE. After the X2AP UE TNLA binding is created, the eNB or the en-gNB can update the UE TNLA binding by sending the X2AP message for the UE to the peer node via a different TNLA. The receiving node shall update the X2AP UE TNLA binding with the new TNLA.
12.A.2
MR-DC

In the following, the procedure for managing multiple TNLAs for Xn-C is described. Figure 12.A.2-1 presents an example for ng-eNB-initiated Xn Setup and NG-RAN Node Configuration Update procedures.
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Figure 12.A.2-1: Managing multiple TNLAs for Xn-C (example for ng-eNB-initiated Xn Setup and NG-RAN Node Configuration Update procedures).
1.
The ng-eNB or the gNB establishes the first TNLA with the peer node using a configured or discovered TNL address. 
2-3.
Once the TNLA has been established, the ng-eNB or the gNB initiates the Xn Setup procedure to exchange application level configuration data. The initiating node may add in the procedure additional TNL Endpoint(s) to be used for Xn-C signalling between the ng-eNB and the gNB pair

4-5.
When needed, the ng-eNB or the gNB may add additional TNL Endpoint(s) to be used for Xn-C signalling between the ng-eNB and the gNB pair using the NG-RAN Node Configuration Update procedure. TheNG-RAN Node Configuration Update procedure also allows either of the nodes to request the peer node to modify or release TNLA(s). 

Note: Further clarification regarding the establishment of the initial TNLA may be needed.

The XnAP UE TNLA binding is a binding between a XnAP UE association and a specific TNL association for a given UE. After the XnAP UE TNLA binding is created, the ng-eNB or the gNB can update the UE TNLA binding by sending the XnAP message for the UE to the peer node via a different TNLA. The receiving node shall update the XnAP UE TNLA binding with the new TNLA.
	*** Remaining text not changed ***
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